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A B S T R A C T

Hydrogen energy storage (HES) systems could balanced source-load mismatches in DC microgrids. By combining 
HES with electrical energy storage (EES), the start-up delay and rapid degradation of HES under fluctuating 
inputs can be mitigated, enhancing system adaptability. However, without proper power allocation and opera-
tional optimization, system efficiency and the lifespan of HES and EES decrease. Accordingly, this paper proposes 
a compatible matching and synergy operation optimization for hydrogen-electric hybrid energy storage systems 
(H-E HESS). Firstly, Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN) is 
developed to decompose power fluctuation signals into frequency components, and the Hilbert transform cal-
culates the energy value to determine high- and low-frequency dividing points. Next, a system power allocation 
strategy is formulated through the fast response of the EES to compensate for the delay in the start-up of the HES. 
A multi-objective optimization model is then developed to balance efficiency and lifespan, which is solved by the 
NSGA-III algorithm. Finally, case studies show that the proposed strategy improves efficiency by 17.95 % and 
8.34 %, reduces degradation rates by 1 % and 0.71 %, and shortens system response time in 1 s, compared to 
Schemes I and II. The strategy’s effectiveness is also validated through an experimental platform in a hydrogen- 
electric coupled DC microgrid demonstration project.

1. Introduction

1.1. Motivation and incitement

Global climate change has accelerated the development of renewable 
power generation technologies [1]. However, as the penetration of 
renewable energy continues to increase, its intermittent and fluctuating 
nature poses significant challenges to modern power systems [2,3]. In 
addressing these challenges, HES has emerged as a promising solution 
[4,5]. Nevertheless, HES systems face obstacles such as low conversion 
efficiency and suboptimal performance under dynamic operating con-
ditions [6,7]. In contrast, electric or EES, exemplified by lithium-ion 

batteries, excels in rapidly responding to demand fluctuations [8]. 
Recognizing the complementary characteristics of these storage tech-
nologies, H-E HESS have become a novel approach for achieving high- 
performance and flexible microgrid operations. However, the current 
lack of mature theoretical methods for developing operational strategies 
and optimization management for H-E HESS presents a challenge [9]. 
The mismatch between the supply and demand sides creates bottlenecks 
in the renewable energy utilization ratio for nearly zero-energy com-
munities. Additional efforts are required to achieve compatibility, co-
ordinated operation, and optimization to ensure efficient collaboration 
between the HES and EES subsystems.
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1.2. Literature review

If the hydrogen production process operates at a high frequency, the 
water electrolysis equipment will run under high load for extended pe-
riods, the hydrogen compressor will experience fatigue and wear on its 
mechanical components due to frequent starting and stopping, short-
ening its lifetime [10]. The hydrogen storage tank, subjected to frequent 
charging and discharging, faces severe pressure fluctuations, leading to 
material fatigue and leakage risks. Fuel cells operating under frequent 
high loads will see accelerated degradation of their electrode materials, 
reducing efficiency and lifetime, and potentially leading to safety haz-
ards [11]. Therefore, HES systems need to be combined with fast- 
response EES systems, such as lithium-ion batteries, to respond to 
power demand fluctuations quickly. This complementarity not only 
improves the efficiency and reliability of the energy storage system but 
also reduces equipment wear and failure risks, thereby extending system 
lifetime [12]. In recent years, the application of frequency signals as key 
indicators to optimize the adaptability of various energy storage devices 
to dynamic power fluctuations has become increasingly widespread. 
Traditional Fast Fourier Analysis (FFA) is susceptible to power signal 
instability, resulting in low accuracy for direct signal feature extraction. 
To achieve multi-scale analysis and improve signal utilization, Hettiar-
achchi et al. [13] used Empirical Mode Decomposition (EMD) to extract 
intrinsic mode functions from microgrid net power, smoothing high- 
frequency fluctuations through supercapacitors to determine the 
optimal frequency range. Yan et al. [14] and Jiang et al. [15] employed 
Ensemble Empirical Mode Decomposition (EEMD) to decompose wind 
and solar energy. Hilbert Transform (HT) is widely used in signal pro-
cessing to directly obtain the frequency, phase, and amplitude of vi-
bration signals, but it suffers from mode mixing and endpoint effects. 
Incorporating HT into signal decomposition algorithms endows them 
with adaptive characteristics, making them better suited for analyzing 
non-stationary and nonlinear signals. EMD and EEMD face issues of 
mode mixing and poor stability, prompting the development of CEEM-
DAN. Feng et al. [16] and Wang et al. [17] highlighted CEEMDAN’s 
superiority in dividing the original signal into stable subsequences. By 
introducing a step involving HT into the traditional CEEMDAN algo-
rithm, we can more accurately extract the instantaneous frequency and 

amplitude of signals, enhancing adaptability.
Effectively allocating and managing the power output of each energy 

source under different operating conditions for the H-E HESS is also 
crucial for maintaining optimal system performance. Du et al. [18] 
employed power prediction techniques to alleviate the degradation of 
electrolyzer and fuel cells, enhancing the system efficiency through heat 
recovery. Fan et al. [19] proposed an energy management strategy with 
a fuzzy logic method to foster a net-zero-energy community where both 
system cost and carbon emissions were reduced. Kamel et al. [20] 
introduced state machine control strategies with fuzzy logic and fre-
quency decoupling to curtail hydrogen consumption. Han et al. [21] 
reported a hierarchical energy management approach, dividing the 
system into local and system control layers to optimize the power dis-
tribution between the battery and the fuel cells. Nonetheless, these 
studies have overlooked the impact of the start-up process of the elec-
trolyzer and fuel cell, leading to wasted and inefficient utilization of 
power resources and insufficient system response to dynamic power 
demand.

The control effect of a single strategy relies on engineering experi-
ence and cannot guarantee optimal performance metrics. Optimization 
methods play a major role in maximizing system reliability. The afore-
mentioned HESS optimization decisions typically involve handling a 
complex multi-objective optimization problem. For instance, Rezk et al. 
[22] proposed a strategy utilizing the Salp Swarm Algorithm (SSA) and 
mine blast optimization to manage HESS energy demand response under 
highly fluctuating load conditions, aiming to minimize fuel consumption 
and maximize system efficiency. Ferrario et al. [23] identified cost- 
optimal scaling solutions and improved grid independence through 
multidimensional sensitivity analysis and Particle Swarm Optimization 
(PSO) algorithms in four scenarios with different energy management 
strategies. Li et al. [24] proposed a scheduling method combining 
Dematel-TOPSIS and Model Predictive Control algorithms to extend 
system lifetime and reduce costs. Adeyemo et al. [25] optimized annual 
system costs, potential energy losses, and power losses using the Non- 
dominated Sorting Genetic Algorithm (NSGA-II). Pu et al. [26] intro-
duced an optimization method based on Random-Triangle Grey Wolf 
Optimization (RT-GWO) and Mixed Integer Linear Programming to 
enhance the cost-effectiveness of integrated energy systems. However, 

Nomenclature

Abbreviations
H-E HESS hydrogen-electric hybrid energy storage system
HES hydrogen energy storage
EES electric energy storage
RE renewable energy
EMS energy management system
WT wind turbines
PV photovoltaic panels
PEMEL proton exchange membrane electrolyzer
PEMFC proton exchange membrane fuel cell
HST hydrogen storage tank
DOD deep discharge degree
IMF intrinsic mode function
LC lifetime cycles

Symbols
P electricity power, kW
E energy, kW
Q quantity of electric energy, MW
V voltage, V
I current, A
N amount of substance, mol

D voltage degradation values
φ voltage degradation rate
η efficiency
n hydrogen quality, kg
t time, s/h
v rate of hydrogen, A/cm2

a amplitude
θ phase
f frequency
r residual

Subscripts and Superscripts
HESS,h high-frequency power
HESS,l low-frequency power
el proton exchange membrane electrolyzer
fc proton exchange membrane fuel cell
sys system
max maximum
min minimum
d dividing
char charge
disc discharge
H2 Hydrogen
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during most optimization processes, the degradation of electrolyzers, 
fuel cells, and EES systems is often overlooked. Ignoring the degradation 
of storage components during the operation of HESS can lead to inac-
curate results in the multi-objective optimization of Loss of Power 
Supply Probability (LPSP), unmet load, Annualized Cost of System (ACS) 
[27], Net Present Value (NPV), Net Present Cost (NPC), Levelized Cost of 
Energy (LCOE), and Loss of Load Probability (LLP). Therefore, it is 
crucial to model and analyze the operational degradation of hydrogen 
storage and electric energy storage in the energy management approach.

1.3. Contribution and paper organization

We notice that most of the above papers aim to reduce the overall 
costs when designing the scheduling or configuration schemes. How-
ever, there is a lack of sufficient consideration of the operational char-
acteristics of HESS. The deep integration of HES and EES in the H-E 
HESS involves three aspects: production, storage, and utilization. 
Clearly, the system’s overall efficiency is affected by the operating 
characteristics and constraints of the subsystems. The generation has 
significant fluctuations in renewable energy sources, and the load ex-
periences pronounced temporal variability in multi-dimensional load 
demands. To enable the coordinated and complementary operation of 
HES and EES, this paper establishes a model for H-E HESS under 
microgrid conditions, with which a novel synergy operation strategy 
considers the frequency of power fluctuation and response time of the 
system. By reconstructing the system power, high-frequency and low- 
frequency signals are assigned to EES and HES, respectively. The oper-
ating modes and their criteria are classified according to different 
response speeds, facilitating efficient and reliable system operation. A 
multi-objective optimization model is developed to improve the energy 
efficiency and lifetime of the system. The target power parameters in 
energy management are optimized to achieve the optimal system effi-
ciency and lifetime. Finally, the optimization results are comprehen-
sively compared and analyzed, followed by testing under a 

demonstration project to validate the feasibility of the proposed synergy 
operation strategy. The outline of the scheme and the primary contri-
butions of this study are summarized as follows: 

1) We established a comprehensive model for H-E HESS operating in 
microgrid settings to assess the influence of various power allocation 
and capacity configurations of HES and EES on system performance, 
including efficiency and degradation.

2) A control strategy for HESS energy management is proposed, 
improving the CEEMDAN algorithm with an additional Hilbert 
Transform step based on power fluctuation frequency analysis. It 
manages power allocation during H-E HESS startup, utilizing elec-
trical energy storage’s rapid response to offset energy waste, thereby 
improving system response speed and ensuring effective power 
signal decomposition and distribution.

3) To optimize the parameters of the control strategy, a multi-objective 
optimization model was established under the synergy operation 
strategy. System lifetime and efficiency were set as performance in-
dicators, and relevant constraints were established. To improve so-
lution accuracy and ensure system performance maximization, the 
NSGA-III algorithm was used to obtain the Pareto optimal solu-
tions, from which the optimal solution was selected.

2. System description

As shown in Fig. 1, the microgrid under investigation comprises an 
H-E HESS incorporating HES and EES, renewable energy source (RES) 
consisting of photovoltaic panels (PV) and wind turbines (WT), and local 
load. An energy management system (EMS) makes scheduling decisions 
based on the information of the individual components of the system. 
The main task of the H-E HESS is to accommodate the imbalanced power 
between the power generation of the RES and the power consumption of 
the load. When the RES produces surplus power to meet the load de-
mand, the excessive energy is deposited into the H-E HESS. When the 

Fig. 1. System configuration of H-E HESS.
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RES produces less power than required, the H-E HESS can compensate 
for the energy deficit, ensuring the continuous and stable operation of 
the microgrid. The mathematical model of each subsystem in the H-E 
HESS is developed in this section.

2.1. HES system

The HES system consists of a proton-exchange-membrane electro-
lyzer (PEMEL), a proton-exchange-membrane fuel cell (PEMFC), and a 
hydrogen storage tank (HST). The PEMEL absorbs the excess power to 
produce hydrogen, the HST stores the produced hydrogen, and the 
PEMFC consumes the hydrogen to generate electricity to compensate for 
the power deficiency of the system. Since the focus of this paper is 
mainly on the external behaviors of each component, the detailed 
multiphysical mechanisms inside the subsystems are not specifically 
considered. Here, we use a semi-empirical approach to describe the 
behaviors of the PEMEL and PEMFC stacks.

2.1.1. PEMEL
An empirical current–voltage expression was utilized to establish a 

static model for the PEMEL system, incorporating the effects of tem-
perature on the overpotentials of the electrodes and the electrolyte [28]. 
This approach allows for the representation of the current–voltage 
characteristics as a function of temperature Tel variations. PEMEL stack 
voltage Vel at time t can be calculated by: 

Vel(t) = Nel

[

V0 +
r1 + r1

Ael
Iel(t) +

(
s1 + s2

+ s3T2
el
)
⋅log

(
t1 + t2

/
Tel + t1

/
T2

el

Ael
Iel(t) + 1

)]

(1) 

where Nel is the number of single slot series, V0 is the open circuit 
voltage of PEMEL, Tel is the working temperature of PEMEL, and Iel is the 
PEMEL operating current. r1 and r2 are the ohmic resistance parameters 
of PEMEL, and s1, s2, s3, t1, t2, and t3 are the overvoltage parameters of 
the PEMEL. In low-temperature electrolysis, the cell voltage will be 
during normal operation (50–80 ◦C and 40–300 mA cm− 2).

The power of PEMEL Pel at time t can be calculated by: 

Pel(t) = Vel(t)Iel(t) (2) 

The hydrogen production rate of PEMEL vel at time t can be 

calculated by: 

vel(t) = ηF
NelIel(t)

2F
(3) 

where F is the Faraday’s constant and ηF is the Faraday’s efficiency.
To verify the accuracy of the PEMEL model, this study conducted 

dynamic performance experiments based on the PEMEL test platform 
established in the laboratory. Under the conditions of a constant tem-
perature of 353.3 K and a constant pressure of 3 bar for both hydrogen 
and oxygen, the load current was radually increased from 0 to 3 A/cm2, 
and the voltage response was recorded. The goodness of fit between the 
simulation curve and the experimental data was evaluated according to 
the root mean square error (RMSE) and the correlation coefficient (R2) 
calculated between the experimental voltage and the simulated voltage. 
The comparison of the polarization curves is shown in the Fig. 2.

As can be seen from Fig. 2, the simulation results of the output 
voltage model are in good agreement with the experimental data. The 
output voltage of the stack increases with the increase of the current. 
When the current undergoes a step − change, the stack temperature will 
fluctuate to a certain extent. Meanwhile, the intake pressure of the stack 
also fluctuates, which causes fluctuations in the output voltage curve of 
the stack. To comprehensively evaluate the performance of the model, 
this paper uses the root mean square error (RMSE) and the coefficient of 
determination (R2) to verify the consistency between the model simu-
lation results and the experimental data.

RMSE is used to measure the average deviation between the model’s 
predicted values and the experimental values. The smaller the RMSE 
value is, the higher the accuracy of the model will be. The calculation 
formula is as follows: 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N
∑N

i=1
(yi − ŷi)

2

√
√
√
√ (4) 

where yi is the i-th experimental measurement value, and ŷi is the i-th 
model prediction value.

R2 reflects the explanatory ability of the model for the variation of 
the data. The calculation formula is as follows: The closer the value of R2 

is to 1, the better the goodness of fit of the model will be. 

Fig. 2. Comparison of PEMEL output voltage results.
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R2 = 1 −

∑N
i=1(yi − ŷi)

2

∑N
i=1(yi − y)2 (5) 

where yi is the average value of the experimental values.
The RMSE between the model simulation results and the experi-

mental data is 0.032 V, and the R2 is 0.991, indicating that the model has 
high accuracy under steady − state operating conditions.

2.1.2. PEMFC
The stack voltage Vfc of PEMFC at time t can be calculated by [19]: 

Vfc(t) = Nfc
[
V0 − a1ln

(
Ifc(t)

)
− a2Ifc(t) − a3ea4 Ifc(t)

]
(6) 

where V0 = 1.23 V is the open-circuit voltage of the single cell, Ifc is the 
current density of a single cell, and Nfc is the number of cells in series. a1, 
a2, a3, and a4 are empirical coefficients.

The output power Pfc of PEMFC at time t can be calculated by: 

Pfc(t) = Vfc(t)Ifc(t) (7) 

The hydrogen consumption rate vfc of PEMFC at time t can be 
calculated by: 

vfc(t) =
NfcIfc(t)
2Fηfc

(8) 

where ηfc is PEMFC electrical-to-hydrogen conversion efficiency.
To verify the accuracy of the PEMFC (Proton Exchange Membrane 

Fuel Cell) model, this study carried out dynamic performance experi-
ments based on the PEMFC test platform constructed in the laboratory. 
Under the conditions of a constant temperature of 353.1 K and a con-
stant pressure of 2 bar for both hydrogen and oxygen, the load current 
was gradually increased from 0 to 1.5 A/cm2, and the voltage response 
was measured. The comparison of the polarization curves is shown in 
Fig. 3.

As depicted in the provided Fig. 3, the simulation results of the 
PEMFC output voltage model and the experimental results show a 
favorable agreement. As the current density increases from 0 to 1.5 A/ 
cm2, the output voltage of the PEMFC stack exhibits a downward −
trending pattern. When the current density experiences a significant 
change, the internal temperature of the PEMFC stack will vary, and the 
gas intake pressure will also be affected. These changes lead to fluctu-
ations in the output voltage curve of the stack. By calculating the RMSE 
and the R2 between the simulation and experimental data, the RMSE is 

found to be 0.035 V, and the R2 is 0.988. This indicates that the PEMFC 
model has a high degree of accuracy under the given experimental 
conditions, which validates the reliability of the established PEMFC 
model in predicting the output voltage characteristics.

2.1.3. HST
The amount of hydrogen nHST stored in the HST at time t can be 

calculated by: 

nHST(t) = nHST(t − 1)+ vel(t − 1)Δt − vfc(t − 1)Δt (9) 

where t − 1 represents the previous time instance and Δt is the time step.
The level of hydrogen energy (LOH) at time t can be calculated by: 

LOH(t) = LOH(t − 1)+ nHST(t)
/
nHST,max (10) 

where we assume the initial condition is LOH(0) = 0.6 and nHST,max is 
the maximum amount of hydrogen. The degradation models for HES are 
included in the objective function of Chapter 4.

2.2. EES system

The behavior of the EES system is described under dynamic charging 
and discharging conditions. [29] The stored energy in EES at time t can 
be calculated by [30]: 

EEES(t) = EEES(t − 1)+
[
Pchar

EES (t)⋅ηchar
EES − Pdisc

EES(t)⋅ηdisc
EES
]
⋅Δt (11) 

where Pchar
EES is charging power, ηchar

EES is charging efficiency, Pdisc
EES is dis-

charging power and ηdisc
EES is discharging efficiency.

The state of charge (SOC) of the EES is 

SOC(t) = SOC(t − 1)+
EEES(t)
QEES

(12) 

where we assume the initial condition is SOC(0) = 0.6 and QEES is the 
capacity of the EES. The degradation models for EES are included in the 
objective function of Chapter 4.

3. Synergy operation strategy

The existence of different frequency characteristics and start-up 
characteristics of HES and EES can negatively affect system efficiency, 
response time, and service lifetime. To enhance the adaptability of HES 

Fig. 3. Comparison of PEMFC output voltage results.
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and EES under different scales of power fluctuations at high and low 
frequencies, a synergy operation strategy is proposed in this section to 
allocate power. The strategy uses CEEMDAN-HT to decompose the 
power of the H-E HESS into high-frequency and low-frequency compo-
nents, which are assigned to the EES and the HES systems, respectively. 
The start-up characteristics of the subsystems are considered to formu-
late a specific operation scheme.

3.1. Analysis of frequency characteristics of the power demand

The HES can experience accelerated degradation when it is operated 
at high-frequency fluctuating power [31,32]. In contrast, EES is more 
suitable for accommodating these high-frequency power fluctuations. 
However, a dividing frequency fd need to be carefully determined to 
optimally decompose the power signal of the H-E HESS into the high- 
frequency and low-frequency components.

In the rest of the paper, we denote this power signal as PHESS(t). 
Considering the non-linear and non-smooth natures of PHESS(t), we can 
decompose it into a series of intrinsic mode functions (IMFs) with 
different frequencies and scales [33] based on techniques CEEMDAN. 
Compared to conventional high-pass filtering and droop control, more 
effectively captures non-linear and non-stationary characteristics and 
separates overlapping frequency components. Compared with tradi-
tional signal filtering methods, it can better capture the frequency var-
iations of complex non-stationary signals, accurately divide the 
components, and enhance the adaptability of the system under different 
power fluctuations [34]. Compared with the method based on optimi-
zation, the calculation process of the proposed method is relatively 
simple, which effectively reduces the complex iterative solution and 
does not rely on complex optimization model, thus reducing the risk of 
unreasonable power allocation caused by model error [35]. When 
compared with learning-based methods, it does not require a large 
amount of training data and can perform well in scenarios where the 
data volume is limited. Moreover, the power allocation process is 
transparent and interpretable, which facilitates system monitoring, 
maintenance, and optimization adjustments [36].

Additionally, in comparison with EMD and EEMD, CEEMDAN dem-
onstrates lower sensitivity to noise, thus providing more reliable data for 
system performance analysis. [16]. Nevertheless, since the instanta-
neous characteristics and frequency information of each IMF is not 
specifically quantified, it is still not possible to directly determine the 
optimal dividing frequency fd from the CEEMDAN results. To solve this 
problem, in this section, we propose to use the Hilbert transform to 
quantify the instantaneous characteristics and frequency information of 
each IMF calculated from CEEMDAN. The specific number of the mini-
mum mixing energy is determined by frequency and amplitude, and the 
frequency corresponding to the minimum mixing energy is selected as 

the dividing frequency fd, which is also the lowest frequency of the 
modal mixing. We hereinafter denote this improved algorithm as 
CEEMDAN-HT. Compared with the traditional CEEMDAN, the 
CEEMDAN-HT proposed in this paper, combining the CEEMDAN with 
the Hilbert transform, can be more flexible and applicable in dealing 
with non-linear and non-smooth signals, and effectively avoids modal 
aliasing in the high-frequency and low-frequency components. The 
procedure of the selection of the dividing frequency fd based on 
CEEMDAN-HT is schematized in Fig. 4 and the flow chart of the algo-
rithm is detailed in Fig. 5.

In the CEEMDAN algorithm, depicted in Fig. 5, the process begins by 
introducing N sequences of generated Gaussian white noises ni(t) (where 
i = 1, 2, …, N) to the original signal PHESS(t), resulting in N perturbed 
signals Pi

HESS(t). These perturbed signals Pi
HESS(t) are then processed 

through the Empirical Mode Decomposition (EMD) algorithm to pro-
duce N Intrinsic Mode Functions (IMFs), denoted as IMF1

N(t). The first- 
order IMF of the CEEMDAN, IMF1(t), is computed as the average of these 
N IMF1

N(t). This procedure is iteratively applied to the residuals to 
derive higher-order IMFs of the CEEMDAN. This approach effectively 
addresses the issue of transferring white noise from high-frequency 
components to low-frequency ones and contributes to minimizing 
reconstruction errors.

Next, the Hilbert transform is applied to each IMFk (k = 1, 2, …, N) to 
obtain the corresponding amplitude ak(t), phase θk(t), and frequency 
fk(t). One can use the frequency and amplitude to calculate the mixing 
energy E(t) between the k-th and (k − 1)-th IMFs. The frequency cor-
responding to the minimum E(t) is thus the dividing frequency fd, which 
can be used to reconstruct the low-frequency power component PHESS,l 
and high-frequency power component PHESS,h. Introducing the Hilbert 
transform enables accurate extraction of the frequency, amplitude and 
phase of each IMF, entailing accurate calculation of the mixing energy 
for determining the dividing frequency.

To comprehensively evaluate the reconstruction quality following 
signal decomposition, this study employs four key indicators for quan-
titative analysis. The effectiveness of the decomposition method is 
verified across multiple dimensions, using the reconstruction error (RE), 
Pearson correlation coefficient (PDC), standard deviation error (SDE), 
and mean absolute percentage error (MAPE). The calculation formulas 
are as follows:

RE represents the overall deviation for measuring the original signal 
and the signal reconstructed by CEEMDAN. The smaller the RE value is, 
the closer the reconstructed signal is to the original signal. 

RE =
1
N
∑N

t=1
|xt − x̂t | (13) 

Quantify the linear correlation between the original signal and the 
reconstructed signal. The closer the PDC value is to 1 or − 1, the stronger 

Fig. 4. Schematic diagram of the selection of the frequency dividing points.
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the correlation is. 

PDC =

∑N
i=1(xi − x)(yi − y)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1
(xi − x)2

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1
(yi − y)2

√ (14) 

Compare the differences in the fluctuation characteristics between 
the original signal and the reconstructed signal. The smaller the SDE 
value is, the smaller the error fluctuation will be, and the more stable the 
prediction or reconstruction result will be. 

SDE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N − 1

∑N

t=1

(

(xi − x̂i) −
1

N − 1
∑N

t=1
(xi − x̂i)

)2
√
√
√
√ (15) 

The mean value of the point-by-point relative errors, which is suit-
able for the evaluation of non-stationary signals. The smaller the MAPE 
value is, the smaller the relative error is, and the higher the accuracy will 
be. 

MAPE =
1
N
∑N

t=1

⃒
⃒
⃒
⃒
xi − x̂i

xi

⃒
⃒
⃒
⃒ (16) 

3.2. Analysis of the start-up characteristics of PEMFC and PEMEL

Once the low-frequency component PHESS,l is assigned to the HES, the 
PEMFC enters the start-up phase. PEMFC needs some time for effective 
transmission of the reactive substances and reaction with the electrodes, 
ensuring that stable power outputs can be attained. Likewise, the 
diffusion and reaction between the electrolyte, electrodes and reactive 
substances at the start-up of PEMEL require a certain period of time and 
temperature to establish the reaction chain and stabilize the electrolytic 
process, causing a response delay [37,38]. To better consider these 
characteristics, start-up tests are performed on an industrial-level 
PEMEL with a rated power of 220 kW and a PEMFC with a rated 
power of 200 kW in a hydrogen-electric coupled DC microgrid demon-
stration project. The start-up of the PEMEL and PEMFC consists of two 
processes for warm-up and for loading to the rated power. The 

Fig. 5. Flowchart of CEEMDAN-HT reconfiguration of HESS powers.
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experimental results and approximate curves of the start-up process are 
shown in Fig. 6.

From Fig. 6, it can be seen that the whole PEMEL start-up process 
lasts about 30 min, and it takes about 5 min to load from zero to the 
rated power. The PEMFC start-up process is about 20 min, and the 
loading to rated power is 5 min. In contrast, the response time of a 
typical EES is below 1 s [39], which is negligible in the present study. 
Therefore, the EES can be utilized to quickly compensate for the power 
difference between the reference and the actual power in the presence of 
the delayed response of the HES. This shortens the response time of the 
system and reduces the waste of energy during the start-up process of 
hydrogen storage. The EES stops working after the hydrogen storage is 
completely activated. The start-up waveform schematic is shown in 
Fig. 7.

Based on the CEEMDAN-HT and the analysis of the start-up charac-
teristics of the energy storage components, a rule-based synergy oper-
ation strategy of the H-E HESS is proposed and shown in Fig. 8.

In Fig. 8, the CEEMDAN-HT method is first used to select the dividing 
frequency fd. Based on fd, the given PHESS(t) is divided into the high- 
frequency component PHESS,h(t) and low-frequency component PHESS, 

l(t), which are allocated to the EES and the HES, respectively. The rules 
in the strategy are described as follows.

When PHESS ≥ 0, the H-E HESS is in a discharged state with the 
following power allocation: 

1) The PEMFC powers the low-frequency load. During the PEMFC start- 
up phase, it slowly releases energy to the DC bus and gradually builds 
up the power output. After the PEMFC is fully activated, it follows 
the maximum output power Pfc,max until the LOH reaches the lower 
limit.

2) The EES supplements the high-frequency power, the energy deficit 
caused during the start-up phase of the PEMFC, and the difference 
between the low-frequency system demand Pdisc

HESS,l and the maximum 
output power of the fuel cell Pfc,max after the full start-up of the 
PEMFC, until the SOC reaches the lower bound.

When PHESS < 0, the H-E HESS is in the charging mode by following 
the power allocation rules described below: 

1) The PEMEL is responsible for absorbing the excess low-frequency 
power of the system. During its start-up, the PEMEL power slowly 
ramps up. Once fully loaded, the PEMEL continues to operate at its 
maximum power Pel,max until the LOH is saturated.

2) The EES takes the high-frequency power at system frequencies 
higher than the dividing frequency fd, the power that the PEMEL fails 
to absorb during its start-up phase, and the discrepancy between the 
low-frequency power Pchar

HESS,l and the maximum output power Pel,max 

of PEMEL after it is fully loaded until the SOC reaches its upper limit.

4. Optimization of design parameters

Since system lifetime and efficiency are significantly affected by the 
operating power of the HES and EES, we need to consider the influence 
of the maximum operating power of PEMEL and PEMFC on the oper-
ating power of the EES. To optimize the system performance, a multi- 
objective optimization model under the synergy operation strategy is 
developed in this section based on two conflicting objective functions, 
system efficiency and system lifetime. The objective is to determine the 
power at the actual operating point of the PEMEL and PEMFC to maxi-
mize the system efficiency and lifetime.

4.1. Objective functions

1) System efficiency

A high-efficiency system can optimize the utilization of energy re-
sources, minimize energy wastage, and subsequently lower energy costs. 
Accordingly, an efficiency maximization problem is formulated as 
described below. To avoid modeling uncertainties introduced by the 
efficiency-temperature-SOC coupling relationship and reduce parameter 
sensitivity, and since constant efficiency can effectively decouple the 
coupling effect between power allocation and loss dynamics during 
multi-objective operation optimization, constant parameters are chosen 
in this paper to represent system efficiency [40]. 

minF1 = 1 − ηsys (17) 

where 

Fig. 6. (a) PEMEL start-up process. (b) PEMFC start-up process.

Fig. 7. Schematic diagram of the start-up waveform of H-E HESS.
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ηsys =

⎧
⎪⎪⎨

⎪⎪⎩

(ELoad + ΔEH2 + ΔE)/EREΔEH2 ⩾0,ΔE⩾0
(ELoad + ΔE)/(ERE − ΔEH2 )ΔEH2 < 0,ΔE⩾0
(ELoad + ΔEH2 )/(ERE − ΔE)ΔEH2 ⩾0,ΔE < 0
(ELoad)/(ERE − ΔEH2 − ΔE)ΔEH2 < 0,ΔE < 0

(18) 

and 
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ERE = (PPV(t) + PWT(t))⋅Δt
ELoad = PLoad(t)⋅Δt

ΔEH2 =
(
Pel(t)⋅ηel⋅ηr,el − Pfc(t)⋅ηfc⋅ηr,fc

)
⋅Δt

ΔE =
(
Pchar

EES (t)ηchar
EES − Pdisc

EES(t)ηdisc
EES
)
⋅Δt

(19) 

Here, Eel and Efc are the energy absorbed by the PEMEL and the energy 
generated by the PEMFC, respectively. ELoad and ERE are consumed en-
ergy by the load and energy generated by the RES, respectively. ΔE and 
ΔEH2 are the energy changes in the EES and HES over 168 h, respec-
tively. The efficiencies of the interface converters associated with the 
PEMEL, denoted as ηr,el, and those of the PEMFC, denoted as ηr,fc, are 
considered to be constant. 

2) System lifetime

The lifetime of the energy storage devices can be used to assess the 
reliability and durability of the H-E HESS, which is beneficial for 
enhancing operational planning and energy management practices. The 
longevity of the system is evaluated through the performance degrada-
tion rate of each energy storage device. A lower performance degrada-
tion rate signifies an extended system lifetime. This is given as 

minF2 = φHESS = c1φel + c2φfc + c3φEES

= c1
Del

10%Ve,el
+ c2

Dfc

10%Ve,fc
+ c3

∑9

i=1

(
DEES,i

LCb,i

)

(20) 

where φHESS is the performance degradation rate of the H-E HESS. φel, 
φfc, and φEES are the performance degradation rates of PEMEL, PEMFC, 
and EES, respectively. c1, c2, and c3 are corresponding weighting factors, 
and they are selected as 1 to reflect the equal significance of the three 
devices. Furthermore, Del and Ve,el represent the voltage degradation 
and the rated voltage of the PEMEL, respectively. Dfc and Ve,fc represent 
the voltage degradation and the rated voltage of the PEMFC, respec-
tively. For the EES, the degradation is evaluated according to the depth 
of discharge (DOD). Specifically, we consider nine DOD intervals, 
denoted by DODi (i = 1, 2, …, 9) and their SOC ranges are defined in 

Fig. 8. Flowchart of H-E HESS synergy operation strategy.

Table 1 
DOD intervals and life cycles.

DODi DOD interval LCb,i

DOD1 (10 %) 5–15 % 70,000
DOD2 (20 %) 15–25 % 31,000
DOD3 (30 %) 25–35 % 18,100
DOD4 (40 %) 35–45 % 11,800
DOD5 (50 %) 45–55 % 8100
DOD6 (60 %) 55–65 % 5800
DOD7 (70 %) 65–75 % 4300
DOD8 (80 %) 75–85 % 3300
DOD9 (90 %) 85–100 % 2500

B. Du et al.                                                                                                                                                                                                                                       Energy Conversion and Management: X 26 (2025) 101014 

9 



Table 1. For each DOD interval, DEES,i is the capacity loss and LCb,i is the 
maximum number of charge/discharge cycles allowed. The values of all 
LCb,i are also provided in Table 1.

The degradation parameters Del, Dfc, and DEESi can be calculated as 

where Dss,el, Dfh,el, and Dfl,el are the voltage degradations of PEMEL 
caused by its start-stop, high power fluctuations, and low power fluc-
tuations, respectively [41]. kss,el is the degradation coefficient for the 
PEMEL start-stops, nss,el is the average number of PEMEL start-stop cy-
cles, and kfl,el and tfl,el are the PEMEL degradation coefficient and the 
average operation time for PEMEL high-power fluctuations, respec-
tively. Dss,fc, Dlc,fc, Dhc,fc, and Did,fc represent the voltage degradations of 
PEMFC caused by start-stops, low load operations, high load operations, 
and loading variations, respectively [42]. kss,fc is the degradation coef-
ficient for the PEMFC start-stops, and nss,fc is its average start-stop cycle 
number. klc,fc and tlc,fc are the degradation coefficient and the average 
operation time of PEMFC low power fluctuations, respectively. khc,fc and 
nhc,fc are the degradation coefficient and the average operation time of 
PEMFC high power fluctuations, respectively. kid,fc and tid,fc denote the 
degradation coefficient and the average magnitude of PEMFC power 
variations, respectively [43]. Furthermore, DEES,i is obtained as the 
product of the total operation days Nday and a parameter Nbc,i, where 
Nbc,i is calculated by the rainflow counting method [31,44]. The values 
of these parameters used in this paper are given in Table 2.

4.2. Constraints

The operation of the system is constrained by power balance, ca-
pacity, power limits, and lifetime of the different devices. These con-
straints are presented in this subsection. 

1) Power balance

The following power balance constraint is imposed to ensure the 
energy supply meets the demand at all times: 

Pel(t)+PLoad(t)+Pchar
EES (t) = PWT(t)+PPV(t)+Pdisc

EES(t)+Pfc(t) (22) 

2) HES constraints

HST capacity constraint: 

LOHmin⩽LOH⩽LOHmax (23) 

PEMEL and PEMFC operating power constraints: 

⎧
⎨

⎩

0.1Pel,N⩽Pel(t)⩽Pel,max(t)⩽Pchar
HESS,l(t)

0.1Pfc,N⩽Pfc(t)⩽Pfc,max(t)⩽Pdisc
HESS,l(t)

(24) 

PEMEL and PEMFC lifetime constraints: 
{

0⩽φel⩽1
0⩽φfc⩽1 (25) 

3) EES constraints

EES capacity constraint: 

SOCmin⩽SOC⩽SOCmax (26) 

EES lifetime constraint: 

0⩽φEES⩽1 (27) 

4.3. Optimization algorithm

As mentioned in Section 4.1, the optimization objective is to improve 
system efficiency and extend system lifetime, which creates a multi- 
objective optimization problem. Achieving efficiency can conflict with 
extending lifetime, resulting in significant complexity and scale. The 
solutions form a non-dominated relationship known as the Pareto so-
lution set. While metaheuristic methods such as the ant colony algo-
rithm and particle swarm optimization can address multi-objective 
problems [45], they often face challenges like local optimization or high 
computational demands for accurate solutions.

In contrast, in this work, the NSGA-III algorithm can be used to solve 
the presented multi-objective optimization problem, and the specific 
optimization process is shown in Fig. 9. NSGA-III leverages the diversity 
of reference points to maintain the speed and effectiveness of the search 
process. The core mechanism of NSGA-III focuses on maintaining di-
versity within the population. The algorithm can be adapted to multi- 
objective scenarios by employing an improved selection mechanism, 
preventing convergence to a single region of the solution space [46]. 
This emphasis on Pareto front diversity ensures a comprehensive 
exploration of trade-offs, which is beneficial not only for multi-objective 
but also for bi-objective optimization problems [47], so it is considered a 
preferable choice for bi-objective optimization problems with complex 
operational constraints [48]. Its iterative process can generate rich 
Pareto frontiers, providing decision-makers with a broader range of 
options [49,50].

Step 1: Input RES and load data, define decision variables (Pel,max and 
Pfc,max) and decision variable constraints, system energy flow con-
straints, and lifetime constraints. Randomly initialize the parent popu-
lation P1 = [Pel,max, Pfc,max] with a population size of M in the allowed 
decision variable search space.

Step 2: The objective functions F1 and F2 corresponding to each in-
dividual are calculated by substituting the size of M parent population P1 
into the synergy operation strategy, and the objective function values F1 
and F2 of each individual in the parent population P1 are subjected to the 
preservation of the elite generation (crossover, mutation, and selection), 
and nondominated sorting operations, to obtain an offspring population 
R1 with a size of N.

Step 3: A population Qn of size 2 N is obtained by mixing the 

Table 2 
HES and EES parameters.

Parameters Value Parameters Value

kss,el 30 μV/cycles kss,fc 23.91 μV/ cycles
kfh,el 50 μV/h klc,fc 10.17 μV/h
kfl,el 66 μV/h khc,fc 11.74 μV/h
ηel 0.6 kid,fc 0.123 μV/kW
LOHmax/LOHmin 0.9/0.1 ηfc 0.7
SOCmax/SOCmin 0.8/0.2 ηchar

EES 0.945
ηr,el 0.95 ηdisc

EES 0.9
ηr,fc 0.95 − −

⎧
⎨

⎩

Del = Dss,el + Dfh,el + Dfl,el = kss,el⋅nss,el + kfh,el⋅tfh,el + kfl,el⋅tfl,el
Dfc = Dss,fc + Did,fc + Dlc,fc + Dhc,fc = kss,fc⋅nss,fc + kid,fc⋅tid,fc + klc,fc⋅tlc,fc + khc,fc⋅thc,fc

DEES,i = Nbc,i⋅Nday

(21) 
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Fig. 9. Flowchart of NSGA-III algorithm operation.
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populations Pn and Rn. The size of the 2 N parent population Qn is 
substituted into the synergy operation strategy to calculate the corre-
sponding objective functions F1 and F2 for each individual, and the 
objective function values F1 and F2 for each individual of Qn are quickly 
non-dominated sorted. The individuals in the top half of the non- 
dominated sort are selected to create a new population. Next, a niche 
and a normalized mechanism are executed on the population, where 
each individual is associated with a specific reference point based on the 
shortest vertical distance of each individual in the population. Dynamic 
niche methods or crowding distance adjustments. This helps ensure a 
varied population, reducing the risk of premature convergence The final 
niche mechanism selects the individual associated with the smallest 
reference point in Pn+1 to go into the next generation until the maximum 
number of iterations is reached.

Step 4: The Pareto frontier solution is obtained. The variation of 
decision variables in the synergy operation strategy is analyzed in terms 
of its influence on the objective function, and the Pareto optimal solu-
tion is selected among the Pareto frontier solutions that take into ac-
count the system efficiency and lifetime.

5. Case study

5.1. System configuration

A H-E-HESS coupled DC microgrid demonstration project located in 
the coastal area of China is selected to verify the proposed cooperative 
operation strategy, and the composition of this demonstration project is 
shown in Fig. 10. The model parameters regarding the system specifi-
cations were obtained and given in Table 3. The 168-hour RES and load 
data for this study are obtained from four typical scenarios at different 
wind and solar fluctuation levels. Typical data of the four scenarios are 
shown in Fig. 11.

In Fig. 11, the four scenarios exhibit a stratified phenomenon based 
on the net difference between source and load. Moreover, the wind and 
solar fluctuations vary significantly across different scenarios. Among 
these scenarios, TS1 and TS2 have abundant wind and solar resources 
with significant fluctuations, while TS3 and TS4 feature relatively scarce 
wind and solar resources, resulting in smaller fluctuations. In this study, 
the effectiveness of the proposed synergy operation strategy is verified 
through these four scenarios, each characterized by varying levels of 
RES availability. For devices such as PEMEL and PEMFC, their perfor-
mance will change gradually during continuous operation. The 168- 
hour time window effectively captures the typical weekly cycle of 
power system loads, accounting for the variations between 5 working 
days and 2 rest days. Historical data analysis indicates that this duration 
can cover the vast majority of extreme low-output events in renewable 
generation. By analyzing system behavior over 168 h, the optimal co-
ordination among subsystems in the hydrogen-electricity DC microgrid 
can be determined, enabling a comprehensive evaluation of perfor-
mance impacts on overall operation. Therefore, this study adopts a 168- 
hour time scale for scenario analysis.

5.2. Power distribution analysis of H-E HESS

The objective of this study is to develop an optimal synergy operation 
strategy for an H-E HESS under consideration of lifetime and response 

Fig. 10. Hydrogen-electric coupled DC microgrid demonstration project.

Table 3 
System specifications.

Parameter Value Parameter Value

PPV /kW 500 Ve,fc /V 540
PWT /kW 200 Pfc,N /kW 200
Ve,el /V 200 QEES/MWh 1.54
Pel,N /kW 220 nhst,max /kg 400
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time. For demonstrative purposes, the power PHESS of the H-E HESS of 
TS1 is selected and shown in Fig. 12.

The method analyzes the collected data in MATLAB 2021b and is 
solved on an Intel(R) Core(TM) i5-12500H CPU @ 2.50 GHz and 16.00 
GB RAM workstation to decompress the nonlinear HESS power fluctu-
ation frequency signal into simpler IMFs. In the CEEMDAN process, the 
noise standard deviation((Nstd), realizations (NR), and maximum iter-
ations of 5000 (MaxIter) were set to 0.2, 20, and 500, respectively. By 
CEEMDAN, PHESS is decomposed into the seven IMFs and a residual 
component, as shown in Fig. 13.

From Fig. 13, it can be observed that there are significant differences 
in the magnitude and frequency of different IMFs. To clearly reflect the 
more accurate extraction of the instantaneous frequency and amplitude 
of each IMF and enhance the adaptability of the algorithm, an HT 
transform is applied. This transform converts the original signal from an 
amplitude-time–frequency triplet to an amplitude-frequency relation-
ship. The results are shown in Fig. 14.

From Fig. 14, it can be seen that due to the complex composition of 
the original signal, mode aliasing cannot be completely avoided by using 
the CEEMDAN, reflected by the non-zero overlapping areas. However, it 
is also observed that the overlapping area between IMF4 and IMF5 and 
the corresponding energy of the mixed signals E(t) is 0.139, the lowest 
among all cases. This fact indicates that IMF4 and IMF5 are character-
ized by the lowest level of mode aliasing, where the high- and low- 
frequency dividing frequency fd can be readily selected as 1.81 ×
10− 5 Hz, as shown in Fig. 14. Hence, IMF1-IMF4 are reconstructed to 
obtain the high-frequency component PHESS,h, assigned to the EES, while 
the rest components, i.e., IMF5- IMF5 as well as r, are reconstructed as 
the low-frequency power PHESS,h assigned to the HES.

In addition, in order to more intuitively analyze the advantages of 
CEEMDAN-HT for the hydrogen-electric hybrid energy storage system 
constructed in this paper based on data, the results of the EMD-HT 
method, EEMD-HT method, and CEEMDAN-HT method are analyzed 
and compared. The reconstruction errors of the power sequences of a 
certain system decomposed by the three algorithms, namely EMD, 
EEMD, and CEEMDAN, are shown in Fig. 15.

From Fig. 15, Through experimental analysis, during EEMD signal 
reconstruction, residual white noise causes a large error:0.0118. EEMD’s 
noise − introduction, especially for low − frequency signals, disturbs the 
result and reduces accuracy. In contrast, CEEMDAN’s reconstruction 
error is near 8.2334 × 10− 17, similar to EMD, showing its advantage. By 
adding paired white noises in decomposition, CEEMDAN eliminates 
residual noise, reducing errors and ensuring signal integrity. This 
mechanism helps CEEMDAN remove noise interference without losing 
key information, guaranteeing modal component accuracy and better 
reflecting signal local features. Other reconstruction error index results 
are in Table 4.

Through the comparative analysis of the three frequency division 
methods, namely EEMD, EMD, and CEEMDAN, in Table 4, CEEMDAN 
shows significant advantages in signal decomposition and reconstruc-
tion. Its reconstruction error(RE) is extremely low, with a value of 

Fig. 11. RES and load data under four typical scenarios.

Fig. 12. Schematic diagram of H-E HESS power fluctuation for TS1.
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8.2334 × 10− 17, and the Pearson correlation coefficient(PCC) is 1, 
indicating that it can completely maintain the correlation of the original 
signal. At the same time, the standard deviation error(SDE) of 1.4750 ×
10− 14 and the mean absolute percentage error(MAPE) of 1.2966 × 10− 14 

are almost negligible. Compared with EEMD, CEEMDAN is more 
outstanding in terms of accuracy and stability, and its performance is 
equivalent to or even better than that of EMD, especially showing 
stronger adaptability and reliability when dealing with complex signals. 
The result is shown in Fig. 16.

As can be seen in Fig. 16, compared to the original power signal 
PHESS, after the high-frequency and low-frequency allocation by 
CEEMDAN-HT, PHESS,l is allocated to HES and PHESS,h to EES. The 
maximum power fluctuation amplitude of HES decreased by 216.35 kW, 
and the peak power decreased by 199.59 kW.

The power of PEMEL and the charging power of EES are shown in 
Fig. 17(a). The EES quickly responds to the difference between the target 
power and the actual power of PEMEL during the start-up process of the 
PEMEL. After the start-up process, the PEMEL becomes the sole device to 
handle the low-frequency power. On the other side, the PEMFC power 

and the discharging power of EES are shown in Fig. 17(b). The EES can 
discharge rapidly to compensate for the lack of power during the pro-
cesses of PEMFC start-up until the PEMFC output power can follow the 
low-frequency load power.

5.3. Optimization results

Based on the NSGA-III optimization algorithm described in Section 
4.3, the effect of variation of decision variables Pel,max and Pfc,max on the 
system efficiency can be explored. The population size and the number 
of iterations are set to 300 and 100 to ensure the reliability of the 
optimization results. The results are illustrated in Fig. 18.

Fig. 18(a) shows a 3D map that describes the relationship between 
Pel,max, Pfc,max, and system efficiency. For better visualization, the sur-
face of Fig. 18(a) is projected in Fig. 18(b) as the contour in the Pel,max −

Pfc,max plane. It can be seen that the system efficiency is approximately 
proportional to Pel,max and inversely proportional to Pfc,max. Further-
more, a higher system efficiency can be gained when Pel,max ≥ 110 kW, 
in which condition the corresponding Pfc,max is between 80 kW and 100 

Fig. 13. Power signal decomposition results based on CEEMDAN for TS1.

Fig. 14. Marginal spectrum obtained by CEEMDAN-HT for TS1.
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kW.
The influence of the variation of Pel,max, and Pfc,max on the system 

lifetime is shown in Fig. 19. It can be seen that increasing Pel,max and Pfc, 

max can push both PEMEL and PEMFC to work more in the high-power 
operating conditions while reducing the EES operation. Consequently, 
although both φel and φfc increase, φEES decreases more insignificantly. 
This causes an overall increase trend in the system degradation rate 
φHESS. The system performance degradation rate is low when Pel,max is 
around 60 ~ 65 kW and Pfc,max is around 85 ~ 100 kW.

The optimized Pareto front and the optimal solution based on NSGA- 

Fig. 15. Comparison of reconstruction errors of different methods.

Table 4 
Comparison of test indexes of different methods.

RE PCC SDE MAPE

EEMD 0.0118 0.9996 1.5639 2.0312
EMD 8.6787 × 10− 17 1 1.2258 × 10− 14 5.4775 × 10− 15

CEEMDAN 8.2334 × 10− 17 1 1.4750 × 10− 14 1.2966 × 10− 14

Fig. 16. High-frequency and low-frequency power distribution for TS1.

B. Du et al.                                                                                                                                                                                                                                       Energy Conversion and Management: X 26 (2025) 101014 

15 



III are shown in Fig. 20. It can be seen that the system efficiency F1 and 
the system degradation rate F2 are inversely related, indicating that the 
system efficiency and the system performance degradation rate are a 
pair of contradictory indicators. In this work, we select Pel,max = 97.424 
kW and Pfc,max = 94.149 kW as the Pareto optimal solution with φHESS =

2.756 % and ηsys = 69.92 %. This result is considered to achieve a good 
balance between durability and efficiency by referring to Fig. 18 and 
Fig. 19.

5.4. Synthesis and analysis

To verify the feasibility of the proposed synergy operation strategy, 
two conventional schemes are compared:

Scheme I: A single HES system without EES where Pel,max and Pfc,max 
are optimized using NSGA-III.

Scheme II: A H-E HESS where Pel,max and Pfc,max are not optimized.
The proposed H-E HESS scheme corresponding to that obtained in 

Section 5.3 is denoted as Scheme III. The power variations of the energy 
storage devices for the three operation schemes in the four typical sce-
narios of TS1-TS4 are shown in Fig. 21.

The power variations of PEMEL and PEMFC in Scheme I are shown in 

Fig. 21(I). In this scheme, the HES system cannot properly handle the 
power fluctuations due to its delay characteristics during the start-up 
and also due to the consideration of the system’s lifetime. This leads 
to poor utilization of RES, which in turn causes the unexpected cur-
tailments of wind and solar energy generation. In contrast, from Fig. 21
(II) and (III), it can be seen that only low-frequency power compensation 
is performed by the HES in the four typical scenarios, and the EES can 
quickly respond to high-frequency fluctuations and can complement the 
deficit power of the delayed HES response. Compared to Scheme I, the 
system efficiency of Scheme II is enhanced by 9.61 %, 12.36 %, 2.34 %, 
and 4.34 % in TS1 to TS4, respectively, while the efficiency can be 
further improved in Scheme III by 8.34 %, 4.64 %, 2.34 %, and 2.93 % 
under the for scenarios. The improvement in Scheme III is attributed to 
the fact that the energy conversion efficiency of EES is much higher than 
that of both PEMEL and PEMFC.

The performances of the systems of the three schemes are compared 
in Table 5. It can be seen that the performance degradation rates of 
PEMEL and PEMFC in Scheme III are lower than Scheme I in all sce-
narios. Specifically, the PEMEL and PEMFC degradation rates in TS2 
decrease significantly by 1.57 % and 1.09 %, respectively. The degra-
dation of PEMEL and PEMFC is mainly caused by the operations at high 

Fig. 17. Operating curve at low-frequency power in (a) charging mode and (b) discharging mode.
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and low power levels, as well as the start-stop operations. The EES can 
share the high-frequency fluctuation of the system and reduce the start- 
stop of the HES equipment, which extends HES’s lifetime. In addition, 
the EES system can mitigate the power imbalance between the target 
and the actual power caused by the response delay of the HES, so the 
power response speed of the whole system is significantly improved. It is 
thus verified that the H-E HESS enables higher flexibility compared to 
the HES alone.

From the comparison of Schemes II and III in Table 5, it can be seen 
that the optimization management strategy proposed in this study ad-
justs the target power parameter in the synergy operation strategy with 
the goal of system efficiency and lifetime, effectively reducing the life-
time degradation rate of H-E HESS. The maximum operating powers of 
PEMEL and PEMFC in TS1 are reduced by 32.529 kW and 71.614 kW, 
respectively, and the system performance degradation rate is reduced 
from 3.47 % to 2.75 %. In addition, compared to Scheme II, the system 
performance degradation rate of Scheme III is reduced by 0.71 %, 0.54 
%, 0.46 %, and 0.21 % in TS1 to TS4. It is shown that the synergy 
operation strategy optimized using NSGA-III is more effective in the 
scenario with abundant RES.

Therefore, the synergy operation strategy proposed in this study can 
effectively improve the response speed to dynamic power demand. The 
system with the strategy exhibits the highest efficiency and lowest 
performance degradation rate compared to the other two schemes under 
comparison.

The power scheduling results in TS1-TS4 based on the proposed 

algorithm are shown in Fig. 22, where the sampling time is 1 h. It can be 
seen that in TS1 and TS2, abundant wind and solar resources contribute 
to high levels of renewable energy generation, whereas the load demand 
is relatively low. The H-E HESS frequently adjusts its power allocation to 
satisfy the system demand, leading to significant variations in SOC and 
LOH. From 120 h to 132 h, both HES and EES in TS1 operate at high 
power levels. The power demand is solely provided by PEMFC and EES 
discharges due to the absence of RES. Subsequently, renewable energy 
generation gradually increases post-132 h, replenishing the energy 
stores of HST and EES. In TS2, characterized by the richest wind re-
sources, the EES operates most frequently, particularly from 144 h to 
168 h, primarily utilizing EES for charging and discharging to balance 
the power of the system.

From Fig. 22(c) and (d), it can be seen that in TS3 and TS4, the wind 
and solar resources are scarce, the renewable energy generation is low, 
and the load power demand is relatively large. Therefore, to prevent 
large-scale load shedding and power outages, PEMFC and EES operate 
more frequently, resulting in a significant decrease in SOC and LOH 
levels after the 168-hour operation, but they remain within the specified 
limits. In TS3, the output of renewable PV is relatively limited. There is a 
substantial shortage of renewable energy during the periods 72–108 h 
and 132–156 h, in which case the PEMFC and EES work together to 
provide the load demand power. In TS4, PV output is the least. Load 
demand power is mainly supported by WT and additional storage sys-
tems, which produce power to supply load demand mainly during 
24–48 h, 72–84 h, and 120–168 h.

Fig. 18. Influence of Pel,max and Pfc,max variation on system efficiency: (a) 3D map; (b) Contour map.
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Fig. 19. Influence of Pel,max and Pfc,max variation on degradation rate: (a) 3D map; (b) Contour map.

Fig. 20. Pareto front and optimal solution of NSGA-III.
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The strategy proposed in this study was also tested in a H-E HESS- 
integrated DC microgrid demonstration project shown in Fig. 8. A 
power analyzer was used to record the power generated by the PEMFC 
and the power supplied to the PEMEL, and discharge tests measured the 
total power and SOC of the EES system. The mass of hydrogen stored in 

each tank was obtained by volumetric mass conversion and accumulated 
to obtain the system LOH. The measured power situation and energy 
reserve variation data for each energy storage device are shown in 
Fig. 23.

From Fig. 23, it can be seen that under the test results, each energy 

Fig. 21. Comparison of power profiles of three schemes under (a) TS1, (b) TS2, (c) TS3, and (d) TS4.

Table 5 
Performance comparison of three schemes under TS1-TS4.

Scenario Scheme Pel,max/kW Pfc,max/kW φel/% φfc/% φEES/% φHESS/% ηsys/% Response Time

TS1 Scheme I 209.28 86.26 2.22 1.54 / 3.76 51.97 0.5 h
Scheme II 129.95 165.76 1.85 1.31 0.31 3.47 61.58 <1 s
Scheme III 97.42 94.15 1.23 1.09 0.45 2.76 69.92 <1 s

TS2 Scheme I 314.34 85.01 3.62 1.73 / 5.35 51.17 0.5 h
Scheme II 233.86 142.98 2.34 0.89 0.65 3.87 63.53 <1 s
Scheme III 143.52 60.09 2.05 0.64 0.64 3.33 68.17 <1 s

TS3 Scheme I 95.67 131.10 0.39 1.94 / 2.32 56.97 0.5 h
Scheme II 62.22 182.68 0.12 1.53 0.22 1.88 59.48 <1 s
Scheme III 58.95 88.13 0.07 1.12 0.23 1.42 61.82 <1 s

TS4 Scheme I 87.49 127.23 0.23 1.45 / 1.68 56.54 0.5 h
Scheme II 32.10 182.68 0.09 0.91 0.18 1.18 60.88 <1 s
Scheme III 24.21 69.29 0.09 0.65 0.23 0.97 63.81 <1 s
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storage device can operate normally according to the synergy operation 
strategy. The EES system handles the high-frequency power, the HES 
system handles the low-frequency power, and the PEMEL and PEMFC 
are operated at their maximum power levels. The operating power of 
each energy storage device is aligned with the proposed strategy, and 

the SOC and LOH levels are well-controlled within the allowable ranges. 
In summary, both the simulation results tested under the four typical 
scenarios and the experimental results in the demonstration project 
verify that the system can achieve the expected high performance. The 
energy management system can coordinate and control the microgrid to 

Fig. 22. Power flow in (a) TS1, (b) TS2, (c) TS3, (d) and TS4.
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maintain the balance of power and electricity to meet the normal power 
demand of internal loads. This further verifies the feasibility of the 
synergy operation strategy proposed in this study.

6. Conclusion

In this study, to coordinate the complementary operation of HES and 
EES, we consider the effects of power, response time, lifetime, and ef-
ficiency, carry out the power-matching design, and propose a synergy 
operation strategy for H-E HESS that take into account the lifetime and 

response characteristics. CEEMDAN-HT was used to reconstruct the H-E 
HESS power into high-frequency components and low-frequency com-
ponents to allocate the power for EES and HES and develop a synergy 
operation strategy based response on delay characteristics during 
hydrogen storage start-up. Finally, the NSGA-III algorithm is used to 
optimize the target power parameters in the synergy operation strategy. 
The conclusions of this paper are as follows: 

1) To address the problem of the adaptability of hydrogen and electric 
energy storage at different scales of high and low frequencies, the 

Fig. 23. Power profiles and energy reserve changes for each energy storage device.
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CEEMDAN-HT method realizes the minimization of the high- 
frequency fluctuation component of the mixing in HES and the 
low-frequency fluctuation component of the mixing in EES, so that 
the mixing energy can be reduced to 0.139. This method efficiently 
mitigates the negative impacts of the rapid power changes on the key 
components of the HES system.

2) To address the response delay characteristic of the HES system, a 
synergy operation strategy is proposed to utilize electric energy 
storage to supplement the power difference in the hydrogen energy 
storage system during the start-up phase. It reduces the system en-
ergy waste and improves the dynamic characteristics of the system, 
reducing the system response time from 0.5 h to less than 1 s.

3) Multiobjective optimization of key parameters of the energy man-
agement strategy using the NSGA-III algorithm further improves the 
lifetime and efficiency of the H-E HESS. The optimized system effi-
ciency can reach 69.92 % with a system performance degradation 
rate of 2.76 % if the operation scenario is adequately selected. 
Compared with the unoptimized strategy, the system efficiency 
increased by 8.34 %, and the performance degradation rate 
decreased by 0.71 %. Compared with the operation of a single 
hydrogen energy storage system, the system efficiency increased by 
17.95 %, and the performance degradation rate decreased by 1 %. 
The results of the demonstration project test verified the efficacy of 
the proposed synergy operation strategy.

However, this study has certain limitations. The analysis conducted 
provides direction for the optimization of system point power operation, 
but detailed optimization of the internal system remains a field requiring 
further research. Additionally, the thermal factors in PEMEL and PEMFC 
are crucial in engineering projects but have not been fully incorporated 
into this study. Future research will delve into the multi-energy flow 
thermoelectric operation of the system, enhancing the breadth and 
depth of understanding in this area. Furthermore, we will explore how 
operating parameters such as temperature and pressure affect storage 
system lifespan, incorporating advanced modeling techniques and 
experimental validation to quantify their impact. This will be com-
plemented by the potential inclusion of adaptive control mechanisms to 
dynamically optimize system performance under varying operating 
conditions, thereby improving both efficiency and longevity.
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