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Abstract—State of health (SOH) is one of the most important 

performance indicators of lithium-ion batteries (LIBs). Accurate 

estimation of SOH is a prerequisite for the safe and reliable 

operation of LIBs. Traditional SOH estimation methods 

predominantly rely on complete charging cycle data acquired 

through laboratory testing. However, in practical application, the 

charging behaviors of electric vehicle users are random and 

unpredictable, making the partial charging curves difficult to 

utilize the traditional methods. This work introduces a novel data-

driven approach to estimating a battery’s SOH for partial 

charging cases. Firstly, a curve fitting method is proposed to 

extract health indicators (HIs) from partial charging voltage data, 

where novel HIs based on the energy-voltage curve are extracted. 
A composite Gaussian process regression-based data-driven 

method is proposed to achieve highly accurate SOH estimation. 
The method’s adaptability to real-world partial charging habits is 

evaluated through three representative scenarios derived from 

extensive charging behavior reports of EV users. The impact of 

partial charging on HI extraction is analyzed based on the three 

identified scenarios. The proposed method is verified using a 

combination of our laboratory testing data and the Oxford open 

dataset. The results show that the proposed framework 

demonstrates the ability to estimate SOH accurately and strong 

robustness to various partial charging behaviors. 

 
Index Terms—Lithium-ion battery, health indicator, data-

driven method, partial charging, state of health estimation. 

I. INTRODUCTION 

ITHIUM-ION batteries (LIBs) have widespread 

adoption across a diverse range of applications, 

including electric vehicles (EVs), grid-scale energy 

storage, and mobile electronic devices, attributed to their 

superiority in energy density, energy conversion efficiency, and 

working voltage[1]. However, LIB battery cells inevitably 

experience gradual aging, leading to degraded performance and 

potential pack-level failures. The state of health (SOH) is a vital 

metric for signifying this degradation, typically defined as the 

ratio of the present to the rated battery capacity [2]. Since SOH 

is not directly measurable, it is imperative to estimate the SOH 

accurately based on available measurements such as terminal 

voltage, applied current, and surface temperature. 

Typically, SOH estimation algorithms can be categorized 

into model-based and data-driven methods. Model-based 

techniques use mechanism knowledge of LIBs to depict the 

aging trajectory and potential failure modes [3-6]. The models 

can be classified into electrochemical models [3], empirical 

models [4], and equivalent circuit models [5]. Despite their 

wide usage, model-based methods encounter challenges in 

precisely identifying model parameters, as they may change 

significantly under large variations of the operating conditions 

[6]. 

Data-driven methods have provided another pathway for 

SOH estimation. Extensive research efforts have been made in 

recent years, and massive algorithms have been developed [7-

13]. Machine learning is one of the most important data-driven 

methods for modeling complex and nonlinear degradation 

behavior of LIBs based on historical data. Many machine 

learning algorithms have been applied for SOH estimation, 

including artificial neural network (ANN) and its variants [7], 

[8], support vector machine (SVM) [9], correlation vector 

machine [10], Gaussian process regression (GPR) [11], and 

model migration and ensemble learning [12]. In these 

algorithms, some characteristic parameters are extracted as 

model inputs from testing and operation data of 

charging/discharging current and temperature profiles. These 

parameters can reflect battery aging and are referred to as health 

indicators (HIs) [13]. The accuracy of the estimation algorithms 

can be affected by the selection of HIs on top of the nature of 

the machine learning itself, such as the number of input/output 

layers, hyperparameters, loss function, training time, learning 

rate schedule, and computer accuracy. In [14], [15], 

temperature-variation-based HIs were used for SOH estimation. 

However, the drawback is that temperature data are 

significantly affected by environmental conditions and noises. 

Other widely used HIs were extracted from the charging current 

curves, most based on the constant-current constant-voltage 

(CC-CV) strategy [16], [17], [18]. Compared to the discharging 

curves, the charging curves are much more regular and easier 

for HIs extraction [19]. Well-investigated HIs include those 

based on CC-CV curves, such as time interval, voltage interval 

[16], incremental capacity analysis (ICA) [17], and differential 

voltage analysis [18]. 

Most of the studies mentioned above rely on the datasets of 
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complete CC-CV curves obtained from the battery testing 

phase. However, in the operation phase, an EV user usually 

begins to charge the batteries before their depletion [20]. The 

charge/discharge processes become random and unpredictable 

depending on the driving conditions and the user’s driving 

behaviors, which makes the charge/discharge profiles usually 

partial and irregular. A partial charge/discharge dataset does not 

include many HIs used in the literature, leading to a failure for 

HI extraction and poor SOH estimation results. For instance, 

there can be some limitations to using traditional HIs based on 

fixed voltage or time intervals since extracted due to the 

incomplete charging curves. Therefore, selecting a feasible 

combination of HIs from the partial charging curves poses a 

challenge for SOH estimation in real-world scenarios.  

A straightforward and simple solution to the above problem 

is to divide the partial charging cases into several categories and 

establish different HIs combinations for each category. Some 

initial attempts have been made for such investigations [21-23]. 

For example, Wei et al. [21] considered two partial charging 

cases based on the initial charging terminal voltage. These cases 

include two main situations: When there is moderate partial 

charging with an initial terminal voltage below 4.0 V and when 

there is heavy partial charging with an initial terminal voltage 

between 4.0 V and 4.1 V. Different sets of HIs were extracted 

from partial constant current charging data with different initial 

charging voltages, including morphological incremental 

capacity features and voltage entropy information. This method 

was verified when the initial charging voltage was as low as 3.7 

V during partial charging. Similarly, He et al. [23] proposed a 

method to estimate the SOH using incremental capacity (IC) 

characteristics of partial CC charging data. However, in the 

above works, although schemes show strong regularity, their 

results were biased towards the laboratory discharge case, 

possibly because the discharge patterns during the driving of 

EVs were not employed or simulated by unrealistic random 

walks.  

In real EV operation, due to the variability of driving roads 

and driving habits, the discharge curve will be in a disordered 

situation rather than a regular distribution. Although the above 

works start from partial charging curves and can extract 

effective characteristic parameters from a wide range of partial 

charging curves, no battery data close to real vehicle operation 

were used to validate the model. Despite the attempts made in 

[22] [23], the discharge model is still biased towards the 

laboratory type of discharge model and different from the real 

operating situation. Bian et al. [22], He et al. [23], and Stroe et 

al. [24] also studied the feasibility of their proposed SOH 

estimation methods under partial charging. However, these 

studies did not consider user charging behavior habits when 

classifying partial charging cases. For instance, EV drivers tend 

to use state-of-charge (SOC) rather than terminal voltage as the 

main criterion to make their charging decisions [25]. The 

relationship between SOC and terminal voltage varies as the 

battery ages [21]. Therefore, the SOC and user charging 

behavior should be considered when classifying partial 

charging cases, but unfortunately, the relevant investigation is 

lacking in the literature.  

In view of the above, a data-driven method is proposed to 

estimate battery SOH for partial charging cases. Moreover, the 

proposed method is verified by our laboratory testing data and 

the Oxford open dataset. The main contributions of the paper 

are as follows: 

1) A curve fitting method is proposed to extract HIs from 

partial charging voltage data. More than 20 HIs are extracted 

from charging voltage data, including novel HIs based on the 

energy-voltage curve.  

2) A composite Gaussian process regression (CGPR) based 

data-driven method is proposed to estimate battery SOH. CGPR 

can be regarded as two GPR models. In the model training 

phase, the estimated residual in the model training phase of one 

GPR model (global term) is modeled by another GPR model 

(local term). More flexible and accurate SOH estimation is 

achieved by well-designed composite kernel functions. 

3) Three representative partial charging cases are selected for 

case studies based on charging behavior reports of EV users. 

The proposed framework is verified in these cases.  

The rest of this paper is structured as follows: In Section II, 

the two battery aging datasets used in this study are introduced. 

In Section III, the proposed SOH estimation framework for 

partial charging cases is introduced. In Section IV, three 
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Fig.1. Battery testing platform. 

TABLE I 

OPERATING CONDITIONS AND PARAMETERS OF LCO CELLS 

Battery 

Number 

Charging 

Mode 

Charging 

Current (A) 

Discharging 

Mode 

Discharging 

Current (A) 

Cell 1 CC-CV 1.5 (1C) CC 1.5 

Cell 2 CC-CV 3.0 (2C) CC 3.0 

Cell 3 CC-CV 1.5 (1C) WLTC - 

Cell 4 CC-CV 3.0 (2C) WLTC - 

 

 
Fig. 2. WLTC speed-current profile. (a) WLTC driving cycle for Class 3b 

vehicles. (b) Battery current profile corresponding to the driving cycle. 
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representative partial charging cases are defined for the case 

study, and the proposed method is verified by our experimental 

data and the Oxford open dataset. Finally, the conclusion and 

further discussion are given in Section V. 

II. BATTERY AGING DATASET 

Two different battery aging datasets are used in this study, 

i.e., our multi-condition battery aging dataset and the Oxford 

open dataset. The common characteristic of these batteries is 

the complex discharge conditions, which are more practical 

compared to traditional constant current discharge conditions. 

A. Multi-Condition Aging Tests of LCO cells 

In this study, four 18650 lithium cobalt oxide (LCO) cells 

with a rated capacity of 1.5 Ah are used for the test. The battery 

aging experimental platform is shown in Fig. 1. Different 

operating conditions are adopted for the four cells as given in 

Table I: Cell 1 and Cell 3 experience a 1-h CC charging with 

1.5 A (1C), and Cell 2 and Cell 4 are charged 0.5 h using 3 A 

(2C) CC. At the end of each charge or discharge, the cells were 

rested for 10 min and cycled until the remaining capacity 

degraded to 80% of the rated value.  

Specifically, the CC-CV charging mode is adopted for all 

cells. These cells are further divided into two groups, and 

different discharge strategies are adopted. CC discharge 

condition is adopted for the first group of cells, including Cells 

1 and 2. For the second group of cells, Cells 3 and 4, a new test 

cycle known as the worldwide harmonized light vehicles test 

cycle (WLTC) is adopted to mimic the discharge condition, 

which includes four driving conditions: Urban area (low speed), 

suburban area (medium speed), rural area (high speed), and 

expressway (super high speed), with a total duration of 1800 s. 

The simulated condition is obtained from the WLTC class 3b 

driving cycle, shown in Fig. 2(a). Based on vehicle dynamics 

[26], the speed-time curve of the vehicle is converted into the 

current-time curve of the power battery, as shown in Fig. 2(b). 

The speed v is converted into the current I according to, 

 21
( )

2
r a D fP mgf C A v m a mgi v = + + +  (1) 

 1 1 sgn( ) 1 sgn( )

2 2
r

w b

P P P
I

N V


 

 + −
= − + 

  

 (2) 

where P is the required traction power of the EV, and α is the 

acceleration of the EV. More details about the conversion of the 

current curve, including the meanings of other parameters, can 

be found in [26]. 

The battery testing condition and remaining capacity of the 

battery are shown in Fig. 3. The current curve of the first group 

of cells in a single cycle is shown in Fig. 3(a). Fig. 3(b) shows 

the capacity fading curve of Cells 1 and 2. The current curve of 

the second group of cells in a single cycle is shown in Fig. 3(c). 

Furthermore, Fig. 3(d) shows the capacity fading curve of Cells 

3 and 4. The results show that the capacity of LIBs decays 

nonlinearly, and there is a periodic capacity regeneration 

phenomenon. This is because the predominant mechanisms for 

LIB capacity degradation include the loss of lithium-ion 

inventory (LLI) and loss of active materials (LAM) caused by 

various side reactions[27]. However, the products of these side 

reactions are sometimes unstable and may decompose and 

release lithium ions as the battery operates, which leads to a 

periodic increase of capacity. In addition, the aging paths vary 

with LIBs due to inevitable cell-to-cell inconsistency. 

B. Oxford Open Dataset 

The Oxford battery degradation data set includes the 

degradation data of 8 small Li-ion pouch cells produced by the 

KOKAM [21], [28]. These cells with a rated capacity of 740 

mAh are charged at a constant current of 1C and discharged 

 
Fig. 3. Battery testing condition and remaining capacity. (a) Current 

profile of Cell 1 and Cell 2 in a CC-CV cycle. (b) Capacity fading curves 
of Cell 1 and Cell 2. (c) Current profile of Cell 3 and Cell 4 in a WLTC 

cycle. (d) Capacity fading curves of Cell 3 and Cell 4. 
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Fig. 4. Capacity fading curves of Cell 5 to Cell 7. 

0 2000 4000 6000 8000
450

550

650

750

 Cell 5

 Cell 6

 Cell 7

C
ap

ac
it

y
 (

m
A

h
)

Cycle

This article has been accepted for publication in IEEE Transactions on Energy Conversion. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TEC.2024.3407136

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Chalmers University of Technology Sweden. Downloaded on July 03,2024 at 10:46:38 UTC from IEEE Xplore.  Restrictions apply. 



4 

IEEE TRANSACTIONS ON ENERGY CONVERSION 

 

under the urban Artemis profile. The SOH is tested every 100 

cycles. In this study, we select the first three cells in the dataset 

for framework verification. The three cells are denoted as Cells 

5 to 7. The capacity fading curves of Cell 5 to Cell 7 are shown 

in Fig. 4.  

III. SOH ESTIMATION FRAMEWORK 

A SOH estimation framework for partial charging cases is 

proposed in this section. As shown in Fig. 5, the framework 

consists of model training and SOH estimation phases. In the 

framework, a new curve-fitting-based method is proposed to 

extract HI from charging voltage data. In addition, composite 

Gaussian process regression (CGPR) is proposed for fusing 

extracted HI to estimate battery SOH. In this section, the HI 

extraction method and the CGPR model will be introduced based 

on the measured data of Cell 1. 

A. HI Extraction Based on Curve Fitting 

Although all batteries are charged under the CC-CV protocol 

in the laboratory, we assume only the CC data are available for 

HI extraction, considering the CV mode is less adopted in 

practice. A large amount of aging information is contained in 

the charging voltage curve of LIB, but there are some indirect 

HIs that are difficult to extract. In partial charging cases, further 

loss of aging information increases the difficulty of HI 

extraction. The ICA method is based on the slope of the 

charging voltage curve, which is not affected by the partial 

voltage segment. Therefore, the ICA method is expected to 

extract indirect HI even in partial charging cases. 

ICA is an in-situ health diagnosis technology that can convert 

the voltage plateau in the voltage curve into the peak value on 

the incremental capacity (IC) curve. IC is defined as: 

 =
dQ dt

IC I
dV dV

=  (3) 

where IC represents the original IC curve, V is the charging 

voltage, I is the charging current, and t is the charging time. Q 

is the charging capacity, which equals the integral of the 

charging current over time. 

The IC method can be divided into differential filtering and 

curve fitting. The differential filtering method approximates the 

derivative using the ratio of two differences. Specifically, in (3), 

dt and dV are replaced by tk−tk-1 and Vk−Vk-1, respectively, where 

k represents the step of the discrete point. The original IC curve 

is obtained using this approximation, and the resulting noises 

are then removed by applying certain filtering algorithms [29]. 

Variation in the experimental IC curve with battery aging of 

Cell 1 is shown in Fig. 6. As the battery ages, the peak of the IC 

curves will weaken and deviate regularly. This phenomenon is 

related to the fading of capacity and becomes more significant 

in the presence of the polarization effect. It can be observed that 

the first peak gradually becomes unable to be identified at a 

high current rate of 1C after 700 cycles. This indicates that 

using IC curves at high current rates as an in situ diagnostic 

technique can have some limitations in analyzing the aging 

mechanism of batteries.  

Considering the feasibility of further extracting other HIs, the 

curve-fitting method is adopted in this study. The commonly 

used peak fitting functions include the Gaussian and Lorentz 

functions [29]. The Lorentz function is used in this study to 

express the IC curve due to its simplicity. Then, the IC curve 

can be fitted by: 

 
2 2

1 0

2

(2 2 )

n
i i

i i i

AdQ

dV V V



 =

=
+ −

  (4) 

where n is the number of peaks, Ai is the area of the ith peak, i 

is the width of the ith peak at half height, and V0i is the center 

position of the ith peak. n is determined by the phase transition 

characteristics of the electrode material. n is set to 4 for LCO 

cells used in this study. It should be noted that one can always 

 
Fig.5. SOH estimation framework for partial charging cases. 
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obtain the first peak through fitting IC curves by (3), although 

for some cases, the first peak is difficult to identify by the naked 

eye, as seen in Fig. 6. 

To determine the unknown parameters such as Ai, i, and V0i, 

(4) is integrated to describe the relationship between charging 

capacity, Q, charging voltage, and V, which can be expressed 

as: 

 0

1

1

arctan 2
n

i i

i i

A V V
Q C

 =

 −
= + 

 
  (6) 

All parameters can be obtained by fitting the raw Q-V curve 

in (5). Q-V curve is another equal expression form of the CC 

charging voltage curve when the current is constant. The Q-V 

curve is used instead of the CC charging voltage curve in the 

following context. 

Moreover, the charging energy E is the integral of power over 

time and can be used to reflect battery aging.  

In the above equations, 3n+1 parameters need to be 

identified. In this study, a nonlinear least-squares method is 

used for curve fitting. The following constraints are set for the 

parameters based on the properties of the electrode material: 

 
0

(0,1)  , (1, 2,3,4)

(3.5,4.2)  , (1, 2,3,4)

(0,0.3)  , (1, 2,3,4)

i

i

i

A i

V i

i

 =


 =
  =

 (7) 

Using the full charging cycle data of Cell 1 as an illustration, 

Fig. 7(a) displays the fitting results of the CC charging curve, 

while Fig. 7(b) presents the associated errors. This indicates that 

the proposed function can precisely fit the raw CC charging 

curve, and the mean absolute error (MAE) is only 0.001 Ah. In 

Fig. 7(a), the enlarged figure shows that the raw CC charging 

curve is fluctuating. In contrast, the fitted curve is smooth and 

preserves the aging information in the raw curve. The fitted IC 

curve, CC charging curve, E-V curve, and the HIs are shown in 

Fig. 8. Various HIs can be extracted and plotted in the 

subfigures.  

In Fig. 8(a), the peak height H1 − H4, peak position V1 − V4, 

and peak area A1 − A4 are plotted as the key HIs. In fact, the 

peak characteristics on the battery IC curve are influenced by 

various factors including the type of cell and charging and 

discharging conditions. In this study, we use an LCO cell as a 

 
Fig. 6. Variation in IC curve with battery aging of Cell 1. 

3.0 3.3 3.6 3.9 4.2
0.0

0.6

1.2

1.8

2.4

3.0  1th cycle

 100th cycle

 200th cycle

 300th cycle

 400th cycle

 500th cycle

 600th cycle

 700th cycle

 800th cycle

 895th cycle

d
Q

/d
V

 (
A

h
/V

)

Voltage (V)

Initial

Last

 
Fig.8. Curve fitting and HI extraction based on (a) IC curve, (b) CC 
charging curve, and (c) E-V curve. 
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Fig.7. CC charging curve fitting. (a) Curve fitting result. (b) Fitting error. 
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reference to plot the IC curve presented in Fig. 6, identifying 

four prominent peaks at approximately 3.6 V, 3.7 V, 4.0 V, and 

4.1 V. On the other hand, Zhang et al. [30] utilized NCM cells 

for their IC curve analysis, observing two peaks around 3.6 V 

and 3.83 V. This highlights how different types of batteries can 

exhibit varying numbers of peaks and peak locations on the IC 

curve. Similarly, Wei et al. [21] used the same LCO cell as our 

study, but their IC curves showed peaks at 3.8 V, 3.9 V, and 4.0 

V. However, due to differences in battery-rated capacity, 

discharge conditions, discharge cutoff voltage, and other 

parameters, even cells of the same type can display variations 

in their IC curve peaks. We notice that most IC curves extracted 

typically exhibit three or even two peaks. In contrast, the LCO 

cell employed in our paper can reveal up to four effective peaks. 

It is important to note that even if a certain cell’s IC curve only 

shows two or three peaks, all these are included in the HIs of 

our study, ensuring that no information regarding battery 

degradation is overlooked. 

In addition, the peak positions, V1 − V4, are regarded as 

important nodes to identify battery aging since they represent 

the electrode phase transition voltages. They are also served to 

further extract the HIs of QV1 − QV4 and EV1 − EV4 in the 

following steps [21], [31].  

In Fig. 8(b), the charging capacity QV1 − QV4, the charging 

capacity, Qend, and the voltage, VQ, when the charging capacity 

is equal to half of Qend are extracted as key HIs. The charging 

capacity, QV1 − QV4, corresponds to the peak position, the 

charging capacity Qend of the whole charging process, and the 

voltage VQ when the charging capacity is equal to half of Qend. 

In Fig. 8(c), the charging energy, EV1 − EV4, the charging 

energy Eend, and the average charging power P are the key HIs 

extracted from the E-V curve. The charging energy, EV1 − EV4, 

corresponds to the peak positions, V1 − V4. The charging energy 

Eend, and the average charging power P can be expressed as 

follows: 

 
E E

P I
t Q

 
= =
 

 (9) 

where ΔE is the charging energy, Δt is the charging time 

interval, I is the charging current, and ΔQ is the charging 

capacity. 

All these HIs can be calculated directly by (4), (5), and (7) 

without additional processing of the raw data. Therefore, the 

curve fitting method proposed in this study effectively utilized 

the aging information in the charging voltage data and extracted 

24 HIs. The influence of partial charging on HI extraction and 

further selection of HIs will be introduced in Section IV. 

B. SOH Estimation Based on CGPR 

The Gaussian process regression (GPR) is a nonparametric 

machine learning model. Compared with ANN, SVM, and other 

popular machine learning models, the main advantage of GPR 

is that its output has confidence intervals and higher estimation 

accuracy [32]. A traditional GPR model can be described as: 

 
( )

2
2

2

( ) 0

( )
, exp

2
f

m

k
l



=


 − −
 =  

 

x

x x
x x

 (10) 

where σf and l are hyperparameters of square index (SE) 

function, which control output scale and distance scale. x and 

x represent any two independent feature vectors. 

According to (7), the obtained function distribution is 

defined as a Gaussian process: 

 ( ) ~ ( ( ), ( , ))f GP m k x x x x  (11) 

However, the basic GPR only adopts the distance-based SE 

kernel. Here, “distance” refers to the Mahalanobis distance 

between two HI vectors. The original multi-dimensional sample 

data Xn×m (n rows and m columns): 
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x x x
X

x x x

 
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 

 (12) 

where each row represents a test sample and n = 2 since only 

two HI vectors are considered. 
1 2( , )i i iX x x=  denotes the ith 

dimension of the sample (m in total). The multi-dimensional 

data sample is denoted as X = (X1, X2, …, Xm) [33]. The overall 

mean of a sample is, 

 
1 2

1 211 21 12 22( , ) ( , , , )
2 2 2m

m m

X X X X

x xx x x x
   

++ +
= =

(13) 

The covariance matrix is: 

 
1

{( ) ( )} ( ) ( )
2

T T

X X X X XX X X X    =  − − = − −  (14) 

The Mahalanobis distance between the two HI vectors is [34]: 

 2 1( ) ( )T

X X Xd X X −= −  −  (15) 

It is abbreviated here as x-x. In this condition, training 

samples with a long distance from the testing samples will 

hardly affect the testing results. Therefore, the estimation 

performance of the basic GPR model declines significantly in 

the area where the training samples are sparse [35]. 

GPR models with a single kernel function may perform 

poorly in areas with fewer training samples. In order to improve 

the flexibility and accuracy of SOH estimation, the composite 

Gaussian process regression (CGPR) model [36] is adopted for 

SOH estimation in our study. The CGPR introduces a 

composite structure of global and local terms. The global term 

is first used to model the overall mapping relationship between 

HIs and SOH. Then, the local term is added to model the 

estimated residual of the global term. Specifically, the CGPR 

model can be expressed as: 

 ( ) ( ) ( ) ( )global localf Z v Z= +x x x x  (16) 

where Zglobal(x) is the global term, and Zlocal(x) is the local term. 

The wave function v(x) is the standardized volatility function 

which fluctuates around the unit value, and it is a measure of 

the local volatility. The value of v(x) is related to the global term 
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Zglobal(x) and its estimated residual [36].  

In this study, the nonstationary process is not considered, and 

v(x) is set to constant “1” to simplify the calculation. Equation 

(11) is thus simplified to: 

 ( ) ( ) ( )global localf Z Z= +x x x  (17) 

Here, Zglobal (x) and Zlocal (x) are two independent Gaussian 

processes: 

 

2

2

( ) ( , ( , ))

( ) (0, ( , ))

global

local

Z GP g

Z GP l

 








x x x

x x x
 (18) 

where μ and τ2 are the mean function and variance of the global 

Gaussian process Zglobal(x), respectively. g(x,x) is the kernel 

function of Zglobal(x), which describes the global trend of data. 

σ2 is the variance of the local Gaussian process Zlocal(x). l(x,x) 

is the kernel function of Zlocal(x), which describes the local 

variation of data. It is worth noting that this model can be 

equivalent to modeling the mean function of the local Gaussian 

process Zlocal(x) with the global Gaussian process Zglobal(x).  

Combining (16) and (17) yields the expression of CGPR, i.e., 

 
2 2( ) ( , ( , ) ( , ))f GP g l   +x x x x x  (19) 

The specific process of how CGPR works is explained as 

follows. The training and testing processes of the CGPR model 

are similar to that of the basic GPR. Firstly, in building a CGPR 

modeling framework, the optimal hyperparameter is solved in 

the training phase by minimizing the negative log marginal 

likelihood based on the maximum likelihood estimation 

method. Secondly, solve for the joint distribution of the training 

and test set outputs [36], [37]. 

Finally, the mean ŷ(x)  and variance cov(ŷ)  of predicted 

values can be calculated as: 

 ( ) 1ˆ ˆ ˆ ˆ ˆ( ) , , ( ) ( )
T

ny    −= + + + −x g(x x) l(x x) G L y I  (20) 

( ) ( )1

ˆ ˆ ˆ ˆ ˆcov( ) ( , ) ,

ˆ ˆ ˆ ˆ              , , ( ) , ,
T

y 

  −

= + −

+ + +

g x x l(x x)

g(x x) l(x x) G L g(x x) l(x x)
(21) 

with 

 ( )
1

1 1ˆ ( ) ( )T T

n n n  
−

− −= + +I G L I I G L y  (22) 

where x represents the training sample input, x̂ represents the 

testing sample input, λ=σ2/τ2 is the variance ratio, and the value 

is between 0 and 1, for the global Gaussian process usually 

accounts for a larger proportion in the prediction. When λ = 0, 

CGPR is reduced to the basic GPR model. G and L are the 

covariance matrices of the training set for the global and local 

Gaussian processes, respectively. y is the output matrix of the 

training set, and In is the n-dimensional identity matrix.  

In addition, the 95% confidence interval is calculated by (23), 

which quantifies the uncertainty in the prediction process. 

 ( ) ( )95% cov coˆ ˆ ˆ ˆ( ) 1.96 ( 1 v) .96C y y y yI  =
 

− +x x ,  (23) 

In this study, the mean function of the global Gaussian 

process is set to zero. We compare common kernel functions 

and find that linear kernel functions yield the most effective 

results and that a strong linear relationship exists between HIs 

and SOH. Consequently, we decided to employ linear functions 

as the kernel functions throughout our paper. The kernel 

function of the local Gaussian process is set as the Matern 

covariance function, which is used to describe the local 

variation of the relationship between HIs and SOH. The kernel 

function of the constructed CGPR model is represented by (24). 

The CGPR model is used to fuse selected HI and estimate 

battery SOH. 
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

x x x
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 (24) 

IV. RESULTS AND DISCUSSION 

In this section, the aging data of Cells 1-7 are used to verify 

the SOH estimation framework. To verify the proposed 

framework in partial charging cases, three representative partial 

charging cases are defined for the case study based on charging 

behavior reports of EV users.  

Many studies on partial charging, including [21-23], utilize a 

classification approach. The goal of categorizing different 

instances of partial charging is to reduce the amount of required 

samples in the training set. This arises from the numerous 

variations in user charging behavior, whether in terms of SOC 

or voltage intervals. For data-driven methods to function 

effectively, the input parameters for both training and testing 

must carry the same meaning. In scenarios involving partial 

charging, it is equivalent to requiring an identical SOC range. 

In real-world applications, it is impractical to pre-establish a 

corresponding training set for every individual charging session 

of a user. To address this difficulty, the method proposed in this 

study involves defining several commonly observed SOC 

charging intervals. All charging behaviors that encompass these 

intervals are then grouped into one case. In addition, it is 

important to note that the algorithm proposed in this study does 

not rely on the classification of partial charging cases. For 

example, parameters such as SOC or voltage intervals can serve 

as model inputs, enabling the algorithm to classify the case 

automatically as needed. The influence of partial charging on 

HI extraction is analyzed. Finally, the proposed framework is 

verified in the three representative partial charging cases. 

A. Definition of Representative Partial Charging Cases Based 

on User Behavior Reports  

The initial SOC and final SOC are the key states describing 

the shapes of each partial charging curve [25]. In practice, the 

initial and final SOCs are random and uncertain since the 

decisions of EV users to start or end their charge actions are 

based on various factors. These factors include remaining SOC, 

time limits, infrastructure locations, driver anxiety ratios, peak 

hours, charging types, driving experience, electricity tariff, etc. 

[38]. Among these factors, EV users usually start or terminate 

the charging process based on two main factors, i.e., the range 

anxiety level and the charge time adequacy [39]. The range 

anxiety level refers to an EV user’s fear that the battery does 

not have sufficient charge to reach the destination, which is 

related to the initial SOC. Chaudhari et al. [38] pointed out that 

the user’s initial SOC of charging is affected by range anxiety. 

Higher range anxiety usually leads to a higher initial charging 

SOC. The charge time adequacy indicates whether an EV user 

has adequate time to fully charge the battery, which is related 

to the final SOC. This depends on the user’s availability and 

charging type. For instance, an EV user may decide to fully 

charge the battery when he/she has adequate time at the 
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destination (home or workplace) or to fast charge halfway, 

subject to limited waiting time.  

In this paper, the classification of nine partial charging cases 

is shown in Table II. Range anxiety level, which determines the 

initial SOC, is divided into three levels, namely low, medium, 

and high. Charge time adequacy, which determines the final 

SOC, is divided into short, medium, and long levels, 

respectively. For example, Case I indicates that the users may 

experience a low-range anxiety level and a short charge time. 

Here, three representative partial charging cases, Case IV, Case 

VI, and Case IX, are selected according to the statistical 

analysis of vehicle charging data in [40-42] to validate the 

feasibility of this method.  

Case IV: EV users have medium-range anxiety but short 

charge time. This group of EV users corresponds to that in [40], 

and they can endure battery SOC discharged in a lower SOC 

but do not have sufficient time for a full charge. We select the 

initial SOC lower than 40% and the final SOC higher than 60% 

for this case, which means that the SOC data for SOH 

estimation is between 40% to 60%. 

Case VI: EV users suffer from medium-range anxiety and 

long charge time. This group of EV users can endure battery 

SOC discharged in a lower SOC and have sufficient time for a 

full charge, corresponding to the users in [41]. Therefore, we 

select the initial SOC lower than 40% and the final SOC higher 

than 85% as the unique SOC range for this case.  

Case IX: EV users suffer from high-level range anxiety and 

long charging time. This group of EV users cannot tolerate low 

battery SOC, which corresponds to the users in [42]. We select 

a high initial SOC of 70% to represent the charging behavior of 

people with the highest range anxiety.  

Case 0 (Base Case): The standard full charge case with SOC 

ranging from 10% to 85% is considered. This case serves as the 

control group or benchmark.  

The definition of the three representative partial charging cases 

is summarized in Table III. All cases are listed below with the 

range anxiety, charge time adequacy, and reference voltage 

segment. 

B. Influence of Partial Charging on HI Extraction 

In partial charging cases, lack of specific data could affect 

the extraction of HIs and even lead to the missing of HIs. This 

section assesses the feasibility of the estimation model through 

three more common cases. In the process of extracting HIs, we 

observed that the three cases with different partial charging 

curves enable the extraction of various and effective features. 

For instance, the V2 feature extracted from the IC curve is 

present in Cases VI and IV but absent from Case IX. This 

discrepancy stems from the incomplete, partial charging curve 

in Case IX, highlighting the limitation associated with partial 

charging curves. Our study intends to develop an applicable 

SOH estimation model based on partial charging curves. 

Therefore, even if there are two or even more features from IC 

curves, CC and E-V curves with high correlation with each 

other are used in a certain case. The purpose is to ensure that at 

least one feature can be identified in other cases. This strategy 

is crucial to prevent scenarios where no valid features are 

extractable, enhancing the overall generalizability of the 

proposed estimation methods. 

Specifically, when the initial SOC is high, and the initial 

voltage is beyond a certain peak voltage value, the fitted peak 

TABLE IV 

RESULTS OF CORRELATION ANALYSIS 

 IC Curve Based HIs 

HI type Peak height Peak position Peak area 

HI name H1 H2 H3 H4 V1 V2 V3 V4 A1 A2 A3 A4 
Case 0 0.9771 0.9731 -0.1951 0.8628 -0.9872 -0.9886 0.6131 0.4534 0.9659 0.9931 0.9982 0.4728 

Case VI ~ 0.8371 0.1858 0.8076 ~ -0.9662 0.0274 -0.0374 ~ 0.8216 0.9037 0.0976 

Case IX ~ ~ ~ 0.5888 ~ ~ ~ -0.7341 ~ ~ ~ 0.9438 

Case IV ~ 0.8751 -0.1331 ~ ~ 0.9629 -0.7367 ~ ~ 0.0573 -0.9724 ~ 

 

 CC Curve Based HIs E-V Curve Based HIs 

HI type Charged capacity at IC peak voltage 

Total 

charging 
capacity 

Voltage  

at a fixed 
time 

Charged energy at IC peak voltage 

Total 

charging 
energy 

Average 

charging 
power 

HI name 𝑄𝑉1 𝑄𝑉2 𝑄𝑉3 𝑄𝑉4 𝑄𝑉𝑒𝑛𝑑 VQ 𝐸𝑉1 𝐸𝑉2 𝐸𝑉3 𝐸𝑉4 Eend P 

Case 0 0.9374 0.9868 0.9959 0.9981 0.9969 -0.9904 0.9446 0.9923 0.9971 0.9985 0.9973 -0.9857 

Case VI ~ 0.2387 0.9907 0.9971 0.9943 -0.9938 ~ 0.2829 0.9908 0.9973 0.9939 -0.9899 

Case IX ~ ~ ~ 0.9941 0.9874 -0.9846 ~ ~ ~ 0.9935 0.9867 -0.9816 

Case IV ~ -0.0477 0.9901 ~ 0.9935 -0.9873 ~ 0.0011 0.9903 ~ 0.9977 -0.9873 

 

Bolded fonts: The final selected HIs.   ~ : Not applicable. 

TABLE III 
THREE REPRESENTATIVE PARTIAL CHARGING CASES 

Category 
Initial 

SOC 

Range 

anxiety 

Final 

SOC 

Charge 

Time  

Ref. voltage 

segment 

Case IV ≤40% Medium ≥60% Short 3.8V~3.95V 

Case VI ≤40% Medium ≥85% Long 3.8V~4.2V 

Case IX ≤70% High ≥85% Long 4.0V~4.2V 

Case 0 ≤10% Low ≥85% Long 3.2V~4.2V 

 

TABLE II 

CLASSIFICATION OF NINE PARTIAL CHARGING CASES 

Range Anxiety 

Level 

(Initial SOC) 

Charge Time Adequacy (Final SOC) 

Short Medium Long 

Low Case I  Case II Case III 

Medium Case IV Case V Case VI 

High Case VII   Case VIII  Case IX 
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point in the IC curve will diminish and finally disappear until 

the initial voltage reaches the next peak position. For example, 

in Case VI, the initial SOC is 40%. The initial voltage is about 

3.8 V, which exceeds the position of the second peak, V2 = 3.7 

V. As a result, the first peak point will disappear, missing the 

first peak HIs of H1, QV1, and EV1, and also affect the value of 

the second peak HIs of H2, QV2, and EV2. Therefore, the total 

number of peaks, n, needs to be adjusted in partial charging 

curves. A proper number of peaks, n, can be set for a partial 

charging case by referring to the full IC curve. For example, the 

initial voltage of Case VI is within the segment of the second 

peak. Consequently, the number of peaks n in Case VI is set to 

3. Similarly, the numbers of peaks n in Cases IX and IV are set 

to 1 and 2, respectively. 

Furthermore, various HIs in partial charging cases are 

analyzed by the Pearson correlation method, and the 

combination of HIs in each case is selected. The Pearson 

correlation coefficient is calculated by 

 1

2 2

1 1

( )( )

( ) ( )

N

i i

i

N N

i i

i i

X X SOH SOH

r

X X SOH SOH

=

= =

− −

=

− −



 

 (25) 

where r is the Pearson correlation coefficient, and the value is 

within [-1, 1]. A coefficient with an absolute value closer to 1 

indicates a stronger correlation between corresponding HI and 

SOH. i is the number of cycles, N is the total number of 

charging cycles, and X is the HIs to be evaluated. 

The Pearson correlation coefficients for each partial charging 

case are given in Table IV. As a benchmark, Case 0, or the Full-

Charge Case, is analyzed in Table IV. In Case 0, IC-based HIs 

show a high correlation with SOH. Although there are still some 

high correlation HIs, it is difficult to guarantee the accuracy and 

robustness of SOH estimation using only these HIs. 

Fortunately, the HIs based on the CC charging curve and E-V 

curve maintain a high correlation in partial charging cases. In 

particular, the capacity or the energy HIs based on the peak 

position tend to show the highest correlation, although some 

HIs based on the peak position will also disappear in partial 

charging cases. In addition, in different partial charging cases, 

HIs with the same name may have various physical meanings. 

For example, though the peak position remains unchanged in 

different cases, the charging capacity represented by QV1 varies 

due to a change in the initial SOC. 

During the selection process, HIs with a correlation 

coefficient below 0.9 are excluded first, and more types of HIs 

are tested from the remaining HIs since HIs of the same type 

may contain redundant information. The selected HIs for each 

case are highlighted in bold font in Table IV. 

C. Multi-Case SOH Estimation Results Under Constant 

Current Condition 

Based on the data of Cell 1 and Cell 2, the feasibility of SOH 

estimation in different partial charging cases is verified in this 

section. A widely used verification method is to divide the data 

into the training set and the testing set based on the number of 

cycles. The advantage of this method is that both the training 

and testing sets are obtained from the same battery. This can 

eliminate the interference caused by cell inconsistency in 

manufacturing processes. Thus, the feasibility of HI selection 

and estimation methods can be directly verified. Accordingly, 

model training is based on the cycles when SOH is between 

90% and 100%, and model testing is based on the cycles when 

SOH is between 80% and 90%. 

The estimation results of Cells 1 and 2 are shown in Fig. 9. 

Figs. 9(a)-(d) on the left are the results of Cell 1 for different 

charging cases, and others are the results of Cell 2. The 

estimation results of Case 0 are shown in Figs. 9(a) as a 

comparison. The MAE of the testing error is presented in Table 

V. 

Overall, the estimated SOH is close to the real SOH in all 

cases, and the MAE is within 1%. SOH Estimating results of all 

cycles, including training cycles and testing cycles, are shown 

in the figure. Among them, the error is minor in the training 

cycles and almost completely fitted, indicating that the selected 

HIs can adequately reflect the battery aging. Although the error 

 
Fig. 9. SOH estimation results of Cell 1 in different Case. (a) Case 0, (b) 

Case VI, (c) Case IX, (d) Case IV.  

0 150 300 450 600 750 900
70%

80%

90%

100%

0 150 300 450 600 750 900
70%

80%

90%

100%

0 150 300 450 600 750 900
70%

80%

90%

100%

0 150 300 450 600 750 900
70%

80%

90%

100%

 95% CI

 Estimated SOH

 Real SOH

Cycle

S
O

H

(a)

0%

3%

6%

9%

A
b
so

lu
te

 E
rr

o
r

 95% CI

 Estimated SOH

 Real SOH

S
O

H

Cycle

(b)

0%

3%

6%

9%

A
b
so

lu
te

 E
rr

o
r

S
O

H
Cycle

 95% CI

 Estimated SOH

 Real SOH

(c)

0%

3%

6%

9%

A
b
so

lu
te

 E
rr

o
r

Training Testing

S
O

H

Cycle

 95% CI

 Estimated SOH

 Real SOH Training Testing

Training Testing

(d)

Training Testing

0%

3%

6%

9%

A
b
so

lu
te

 E
rr

o
r

TABLE V 
 MAES OF THE TESTING ERROR OF MULTI-CASE SOH ESTIMATION FOR 

CELL 1 AND CELL 2 

Cell No. Case 0 Case VI Case IX Case IV 

Cell 1 0.44% 0.58% 0.91% 0.65% 

Cell 2 0.67% 0.96% 0.85% 1.08% 
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of the test cycles rises, most errors are below 3%. This result 

shows that the proposed model has good generalization ability. 

Even in the cycles without training samples, the model can still 

describe the local variation of SOH. 

 In addition, the confidence interval of the testing phase is 

significantly wider than that of the training phase, which shows 

that the model can express the uncertainty well.  

 Comparing the SOH estimation results in different charging 

cases, the error in Case 0 is the smallest, and the error in Case 

IX is the most significant. This is because the available data in 

Case II is the fewest and only contains the voltage segment of 

Peak 4. Table V shows that the correlation between the HIs 

extracted from Peak 4 and SOH is lower than those from other 

peaks. The main peak of the IC curve can precisely reflect 

battery aging best [43]. For LCO cells in this study, the main 

peak is Peak 2, according to Fig. 8(a). The MAE in Cases VI 

and III are close since the data of both cases contain the voltage 

segment with the main peak. It is noted that the models of Cases 

IV and IV can also be used in Case VI since the HIs required 

by Cases IX and IV can be extracted from that in Case VI. 

However, the SOH estimation error will increase due to the 

further lack of data. Especially in Case IX, the error has almost 

doubled compared to Case VI.  

D. Verification Under Different Operating Conditions 

Based on the data of Cell 1 to Cell 4, the multi-case SOH 

estimation effect under different operating conditions is 

analyzed in this section. 

In practical applications, the model training needs to be 

carried out based on the historical data of other batteries since 

the exact SOH data of the battery itself is unavailable. Historical 

data of the same type of battery are commonly used for model 

training to ensure the similarity of electrochemical 

characteristics. However, the consistency between the 

discharge conditions of the training battery and the testing 

battery is not ensured since the actual discharge condition of the 

battery in EVs is uncertain. Therefore, it is necessary to study 

the robustness of the SOH estimation method under different 

operating conditions. Accordingly, the CGPR model trained 

based on all the data of Cells 1 and 2 is used to directly estimate 

the SOH of Cells 3 and 4, respectively. Cells 1 and 2 for training 

are under the constant current discharge condition, and Cells 3 

and 4 for testing are under the WLTC simulated discharge 

condition.  

The estimation results of Cells 3 and 4 are shown in Fig. 10. 

Figs. 10(a), (b), (c), and (d) on the left are the results of Cell 3 

for different charging cases, and the other subfigures show the 

results of Cell 4. The MAE is integrated into Table VI. It can 

be seen that the estimated SOH is close to the real value in all 

charging cases. The estimation error is less than 3% in most 

cycles, and the MAE is within 1.5%. These errors mainly come 

from the differences in manufacturing processes and discharge 

conditions. It shows that the proposed method is strongly robust 

to various discharge conditions. More importantly, the 

comparison of estimation results in different partial charging 

cases shows the same pattern as in Section IV-C. 

The results show that the SOH estimation method proposed 

is robust to different operating conditions. Under the same 

charging conditions, the difference in discharge conditions has 

a limited impact on the proposed SOH estimation method. 

Therefore, the proposed method is useful for real-world 

applications. Based on the data of batteries under the CC 

discharging condition in the laboratory, the accurate estimation 

of SOH of EV batteries under complex discharge conditions can 

be realized. 

E. Verification on the Oxford Open Dataset 

 Based on the data of Cell 5 to Cell 7, the feasibility of multi-

case SOH estimation for different battery types is verified in 

this subsection.  

Specifically, the model is trained based on Cell 5, and Cells 

6 and 7 data are used for testing. Since the complete IC curve 

of Cell 5 to Cell 7 has only three peaks, the number of peaks n 

in the HI extraction process needs to be adjusted. According to 

 
Fig. 10. SOH estimation results of Cell 3 in different Case. (a) Case 0, (b) 

Case VI, (c) Case IX, (d) Case IV.  

 
TABLE VI 

MAES OF THE TESTING  ERROR OF MULTI-CASE SOH ESTIMATION FOR 

CELL 3 AND CELL 4 

Cell 

Number 
Case 0 Case VI Case IX Case IV 

Cell 3 0.63% 0.89% 1.42% 1.02% 

Cell 4 0.84% 0.95% 1.25% 0.96% 
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the complete IC curve, the number of peaks n is set to 2, 1, and 

1 for the three partial charging cases. 

The multi-case SOH estimation results of Cells 6 and 7 are 

shown in Fig. 11, and the MAE of testing data is integrated into 

Table VII. Overall, the cells in the Oxford battery degradation 

dataset have good consistency, so the model trained from Cell 

5 can accurately estimate the SOH of Cells 6 and 7, and the 

average error is within 0.6%. Note that the SOH estimation 

error under Case 0 is still the smallest, and the error in Case 

VIIII is the largest. 

In the three representative partial charging cases, the 

proposed method can accurately estimate the SOH of these 

cells. It is shown that the proposed method can be easily applied 

to different types of batteries by only properly adjusting the 

number of peaks n. 

F. Limitations and Future Work 

In our present study, we have successfully extracted many 

valid HIs from the IC curve, CC charging curve, and E-V curve. 

The estimation performance of the model across different 

scenarios, including scenarios with high initial SOC charging 

(i.e., Case IX) and other conditions, are verified by utilizing 

three cases that span a wide range of charging segments. These 

cases affirm the validity of our approach in the majority of 

cases. Moreover, we choose SOC as a more relevant 

visualization parameter for driver users, providing a clear 

advantage over the majority of existing studies in this research 

field. These factors highlight the strengths of the proposed 

method compared to the aforementioned papers and other 

existing literature.  

However, it should be pointed out that the proposed method 

has limitations. One limitation is that it cannot be applicable in 

mixed scenarios, such as car rental scenarios with different user 

behaviors. This paper assumes that the car is owned by a private 

family/driver with certain fixed driving patterns during its life 

span. Another limitation is that due to the limited literature on 

driver behavior statistics, only three sub-models are selected for 

SOH estimation based on three representative cases, which can 

cover the whole scenario. These are shortcoming that needs to 

be addressed in our future work. 

V. CONCLUSION 

Accurate estimation of SOH is a prerequisite for the safe and 

reliable operation of LIBs. Previous SOH methods mainly rely 

on the full charging cycle data for SOH estimation.  

Considering the lack of aging information in partial charging 

data, this study proposes a curve-fitting method to extract HIs. 

More than 20 HIs are extracted from charging voltage data, 

including novel HIs based on the energy-voltage curve. 

Furthermore, the composite Gaussian process regression-based 

data-driven method is proposed to ensure accurate SOH 

estimation. To verify the proposed framework in partial charging 

cases, three representative partial charging cases are defined for the 

case study based on charging behavior reports of EV users. Finally, 

the proposed method is verified under WLTC operation 

conditions and different battery types by our laboratory testing 

data and Oxford open dataset. The results show that the 

proposed framework demonstrates the ability to estimate SOH 

accurately and strong robustness to representative partial 

charging cases. In our future research, a unified SOH estimation 

framework for random partial charging cases will be 

investigated. 
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