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A B S T R A C T   

Fast charging of the lithium-ion battery (LIB) is an enabling technology for the popularity of electric vehicles. 
However, high-rate charging regardless of the physical limits can induce irreversible degradation or even haz
ardous safety issues to the LIB system. Motivated by this, this paper proposes a machine learning-based fast 
charging strategy with multi-physical awareness within a battery-to-cloud framework. In particular, a reduced- 
order electrochemical-thermal model is built in the cloud to perceive the microscopic states of LIB, leveraging 
which the soft actor-critic (SAC) deep reinforcement learning (DRL) algorithm is exploited for the first time to 
train a fast charging strategy. Hardware-in-Loop tests and experiments with practical LIBs are carried out for 
validation. Results suggest that the battery-to-cloud architecture can mitigate the risk of a heavy computing 
burden in the real-time controller. The proposed strategy can effectively mitigate the unfavorable over- 
temperature and lithium deposition, which benefits the safety and longevity during fast charging. Given a 
similar charging speed, the proposed machine learning approach extends the LIB cycle life by about 75% 
compared to the commonly-used empirical protocol. Meanwhile, the proposed strategy is proven superior to the 
state-of-the-art rule-based and the model-based strategies in terms of charging rapidity, charging safety and 
computational complexity. Moreover, the trained low-complexity strategy is highly adaptive to the ambient 
temperature and initial charging state, which promises robust performance in practical applications.   

1. Introduction 

Lithium-ion batteries (LIBs) have seen wide applications in electric 
vehicles (EVs) attributed to their advantageous properties of long ser
vice life, high gravimetric and volumetric densities [1,2]. Regarding LIB 
utilization, fast charging is recognized as an enabling technique 
unlocking the obstacle of slow refueling of EVs compared with the 
gasoline-powered vehicles [3,4]. However, the partial pursuit of 
high-rate charging potentially violates the physical constraints of LIB, 
and thus risks triggering several unfavorable side reactions. This can 
further incur the quick irreversible degradation and even safety hazards 
of LIBs [5]. Therefore, the LIB charging is a challenging task that should 
meet the conflicting objectives of charging rapidity and safety. 

The heuristic rule-based methodologies are widely adopted in real- 
world applications. Prominent delegates include the constant-current- 
constant-voltage (CCCV) charging protocol [6] and its variants, such 

as the multistage constant current-constant voltage (MCC–CV) [7–9], 
CV-CCCV [10] and pulse charging (PC) [11,12]. These approaches can 
be easily deployed by predefining charging profiles with fixed current or 
voltage constraints. However, the inner multi-physical dynamics of the 
battery have been mostly ignored. Hence, such protocols lack a theo
retical guarantee for the optimality with respect to the charging rapidity, 
safety and longevity. 

By comparison, the model-based charging strategies manifest 
themselves with the possibility for describing and constraining the 
immeasurable inner states of LIB. Leveraging a coupled electro-thermal 
(CET) model, a multi-objective evolutionary approach was employed to 
determine the optimal charging pattern balancing the charging time, 
energy loss and the temperature build-up [13]. Based on an 
electro-thermal-aging model, an optimized MCC charging strategy was 
proposed to constrain the aging stresses and thus elongate the battery 
life [14]. Attributed to the refined interpretation of the multi-physical 
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dynamics of LIB, the electrochemical model also appeals for the 
model-based charging optimization. In [15], a health-aware charging 
method was developed using a pseudo-2-D electrochemical model, 
where the capacity fade, SEI growth and over-temperature were sup
pressed by controlling the relevant inners states within the expected 
thresholds. Depending on an EM with side reaction models, an optimal 
charging protocol was designed to trade-off the degradation rate and the 
charging time of LIB [16]. The charging trajectories are generated before 
practical implementations via offline optimization in afore-mentioned 
methods, and thus, they can also be called as trajectory generators. In 
spite of the enhanced optimality over the conventional rule-based stra
tegies, the trajectory generator as an offline approach also lacks the 
robustness to the change of operating conditions. 

In contrast to the trajectory generators, model-based online con
trollers give optimized charging decisions in real time along with the 
acquisition of onboard battery parameters. Relying on the ECM and 
lumped thermal model, the model predictive control (MPC) have been 
employed to regulate the electrical and thermal states of LIB within the 
safety thresholds during the fast charging [17,18]. To probe into and 
regulate the inner microscopic states of LIB, a 
proportional-integral-derivative controller was explored to control the 
anode potential and decline the lithium deposition, with the aid of a 
simplified pseudo-2-D model [19]. The ion concentrations of LIB elec
trolytes were further incorporated and constrained via the MPC to 
prohibit the detrimental side reactions [20]. A nonlinear 
programming-based charging strategy was developed in [21], where the 
electrolyte concentration, anode over-potential and internal tempera
ture were regulated simultaneously to ensure the safety- and 
health-aware charging. Attributed to the closed-loop feedback mecha
nism, the model-based online charging strategies promise stronger 
robustness against the external disturbances. 

However, the model-based optimization is computationally heavy 
due to the involvement of high-dimensional matrix manipulation and 
intractable nonlinear optimization. It is also foreseeable that the 
computing burden will further build up exponentially with the use of 
refined models with increased complexity. A fast charging approach 
with the merits of both multi-objective optimality and online tractability 
is thereby highly desired. 

To fill the aforementioned gaps, this work proposes a machine 
learning-enabled battery fast charging strategy by combining a vali
dated inner state-aware reduced-order electrochemical model (ROM) 
with a novel continuous deep reinforcement learning (DRL) algorithm. 
Three primary contributions are made. 

First, the electrochemical modeling is combined with the DRL algo
rithms, for the first time, to enhance the battery management system. 
The incorporation of mechanism- and data-driven approaches has never 
been explored before, and validates to mitigate the unfavorable over- 
temperature and side reaction based on the inner state perceiving and 
control. 

Second, the cyber-physical and cloud technique has been viewed as 
the future trend of battery management system. To date, however, there 
has been no report on the realization of fast charging within such a 
framework. Motivated by this, the proposed machine learning strategy is 
performed within a battery-to-cloud framework, for the first time, to 
mitigate the risk of heavy computing burden while ensure a high 
adaptability to the charging environment. 

Third, the SAC as a state-of-the-art machine learning algorithm is 
exploited to successfully develop the smart fast charging strategy. The 
SAC-enabled strategy gives rise to the most stable and reliable charging 
performance compared to the well-known alternatives in the RL family. 

The remainder of this paper is organized as follows. A multi-state- 
aware ROM is developed and validated in Section 2, which is further 
used for charging strategy training. The SAC-DRL-based machine 
learning strategy is elaborated in Section 3. The HiL results and exper
imental results with practical batteries are discussed in Section 4, while 
the primary conclusions are drawn in Section 5. 

2. Battery modeling 

2.1. Full-order electrochemical-thermal model 

A classic FOM is established by regarding the LIB as a whole con
taining three sections, i.e., a porous anode, a cathode, and a separator. In 
the FOM, a series of partial differential equations are exploited to 
accurately depict the lithiation, ion diffusions, ion transports, electro
chemical reactions, and heat processes during the applications of bat
teries [22]. 

The Li-ion diffusions in the electrode and electrolyte can be modeled 
by the Fick’s second law, and then the Li-ion concentrations are depicted 
as: 
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where Ds, Deff are the effective solid and liquid diffusion coefficient, 
respectively, tc is the Li-ion transference number, jf denotes the volu
metric current density. 

The local potentials in the electrode and electrolyte can be depicted 
by the Ohm’s law: 

∂
∂x

(

σeff
∂φs

∂x

)

− jf = 0 (3)  

∂
∂x

(

κeff
∂φe

∂x

)

+
∂
∂x

(

κD,eff
∂lnce

∂x

)

+ jf = 0 (4)  

where σeff, κeff are the effective electronic and ionic conductivity in the 
electrolyte, respectively. 

The Li-ion intercalation/deintercalation reactions can be described 
by the Butler-Volmer equation, which reveals the relationship between 
the volumetric current and electrode activation polarization over
potential: 
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where αa, αc denote the electrode transfer coefficients in the anode and 
cathode, respectively. 

The thermal dynamics spawned by the electrochemical reactions are 
described using the thermal conductivity equation: 
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2
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)
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where En represents the entropy change, Cp, λZ, λR are the thermal ca
pacity, axial thermal conductivity and radial thermal conductivity, 
respectively. 

2.2. Model reformulation 

FOM has an appreciable precision but simultaneously introduces the 
intractable calculations, which prohibits the design of the controller. 
Therefore, this section explores a reduced-order electrochemical-ther
mal model (ROM) to balance the accuracy and computing complexity. 

Reformulation 1. : The Li-ion diffusion solution in the solid phase of 
the Eq. (1) can be approximated by a three-parameter polynomial profile 
[23]: 

Z. Wei et al.                                                                                                                                                                                                                                      



Energy Storage Materials 56 (2023) 62–75

64
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where cs,avg, cs,surf, qavg are the volume-averaged concentration, surface 
concentration, and volume-averaged concentration flux, respectively, jn 
denotes the pore wall flux at the surface of the particle, andjn = jf /(asF). 
Superscript ± denotes the polarity of the electrode. 

Reformulation 2. : The Li-ion diffusion solution in the liquid phase of 
the Eq. (2) can be approximated by the polynomial curve of either the 
second-order or less [24]. Consequently, the electrolyte concentrations 
at any position x of both electrodes can be expressed as: 
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(
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2
+P±

2
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f ±(t)
I(t)
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where P1 and P2 are constants depended to the geometry parameters of 
LIB. 

For the charging control problem, the electrolyte concentrations at 
the boundaries of electrode x = 0± are critical. Substituting (12) and x =
0± into (2) gives: 
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where μ is a constant related to P1 and P2. 

Reformulation 3. : The local volumetric transfer current density jf in 
each electrode satisfies the following spatial integrals [25]: 
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With this assumption, Eqs. (3) and (4) can be derived analytically as 
a function of the spatial coordinate x: 
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where SGN = 0 when x locates in the anode region, SGN = 1 when x 
locates in the cathode region. Superscript sep denotes the separator. 

Given that the electronic conductivity of the solid phase is much 
greater than the ionic conductivity of the liquid phase, the potentials at 
the boundaries of the electrodes x = 0± are need and expressed by: 
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Reformulation 4. : Rewriting the Butler-Volmer equation, the 
electrode activation polarization overpotentials η for the Li-ion inter
calation/deintercalation reactions can be derived based on Eq. (5): 
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where ξ±(t) = j±f (t)/[2a±
s j±0 (t)]. 

Reformulation 5. : Overlooking the axial distribution of LIB, a series 
of thermal resistances and heat capacities are employed to approximate 
the processes of the conduction and convection, and thus the internal 
and surface temperature can be characterized by the radial energy bal
ance equations [26]: 
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where Ts, Tc and Tf are the battery surface, internal and ambient tem
perature, respectively, Rc and Ru are thermal resistances related to the 
heat conduction inside the battery and the convection at the battery 
surface, Cc and Cs are equivalent thermal capacitances of the battery 
core and surface, H is the heat generation rate, including the ohmic heat, 
polarization heat and entropic heat. 

In line with the aforementioned simplifications, the electromotive 
force (EMF), SoC and the terminal voltage of LIB can be calculated as: 
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Vt(t) = E(t) + ϕe(t) + η+(t) − η− (t) − Rf I(t) (26)  

where U±(⋅) is a function of solid particle surface concentration, which 
indicates the open circuit potential of the corresponding electrode, Rf is 
the SEI film resistance. 

Finally, to capture the impact of the high-rate charging on the battery 
aging, the anodic overpotential of side reaction is taken into account in 
the model [27]. The side-reaction overpotential ηside is given by: 

ηside(t) = η− (t) + U− (t) − Uside (27)  

where Uside denotes the equilibrium potential of the side reaction. 

2.3. Model validation 

The A123 commercial LFP cell is charged and discharged under 
different conditions using the Arbin testing system to benchmark the 
ROM elucidated herein. The parameters involved in the simulations are 
indicated in Table 1. Specifically, the battery is located in a thermal 
chamber to control the ambient temperature at 25 ◦C. Three thermo
couples are attached along the axial direction to record the surface 
temperature of LIB. The measured terminal voltage and surface tem
perature are compared with their predicted results to validate the 
model, as shown in Fig. 1. Explicitly, it turns out that the ROM can 
simulate the electrical and thermal dynamics of LIB at the different C- 
rates. The mean absolute errors (MAE) of the voltage and temperature 
under constant current conditions are 0.023 V and 0.29 oC, respectively, 
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and the corresponding errors under dynamic stress test (DST) condition 
are 0.027 V and 0.33 ◦C. 

The internal parameters and states are essential for the regulation of 
charging process. Hence, the developed model is expected to be accurate 
for inner process description. Specifically, the internal temperature is 
evaluated using the cell embedded the thermal sensor to validate the 
performance of thermal sub-model. In detail, a distributed optical fiber 
sensor is implanted into the core of cylindrical cell, and the Rayleigh 
scattering principle is then used to achieve high precision sensing of the 
internal temperature of the battery. The relevant embedded thermal 
monitoring technique has been elaborated in our previous works [30, 
31], and thus are not further explained herein. With the implanted 
sensors, the internal temperatures under constant current conditions 
with different rates are compared with results of the developed ROM. 
The MAE and rooted mean squared errors (RMSE) are shown in Table 2. 
It is explicit that the modelled internal temperatures are in good 
agreement with the measured benchmarks, validating the high fidelity 
of the model regarding perceiving the internal temperature of LIB. 

It is noted that as for the side reaction sub-model, there is no sensor 
that can directly measure and validate the inner side reaction over
potential of battery at present. In this paper, the test data obtained from 
the half-cell with the lithium reference electrode is used to correct the 
open circuit potential of electrode in the electrochemical model. Sub
sequently, the overpotential is calculated using widely well-recognized 
governing equations. Therefore, the side reaction overpotential can be 
considered to be approaching the ground truth although not validated 
directly. 

3. SAC-based fast charging strategy 

On the premise of the ROM developed in Section II, this section goes 
further to propose a LIB fast charging strategy with safety and degra
dation consciousness based on the SAC-DRL algorithm. 

The charging aims to reach the pre-determined SoC as fast as 
possible, while the risk of over-temperature, over-/under-voltage, and 
side reactions can be well mitigated. To be brief, a multi-physics- 
constrained charging problem is formulated as: 

min
I(t)

∫ tf

t0
|SoCtar − SoC(t)|dt

s.t. 0 ≤ I(t) ≤ Imax

Vt,min ≤ V(t) ≤ Vt,max

Tmin ≤ Tc(t) ≤ Tmax

ηside(t) ≥ 0

(28) 

In particular, since the side reactions like the lithium plating and SEI 
growth are more likely to arise when ηside < 0, it is essential to adjust the 
charging current adaptively to avoid the situation where the side reac
tion overpotential drops to zero [32]. 

3.1. State observer 

The formulated charging optimization method relies on the active 
constraints on multiple immeasurable states. Therefore, a state observer 
is designed herein to estimate these variables, including Tc, SoC and ηside. 
The ROM equations aforementioned are rewritten as a 
state-space form, in which the input is u = I, the state vector 
is x = [c−s,avg, c+s,avg, q−

avg, q+
avg, c+e (0+) − c+e0, c−e (0− ) − c−e0, Ts, Tc]

T, the 

measurable outputs vector is z = [Vt , Ts]
T , and the required outputs 

vector is y = [SoC, Vt , Tc, ηside]
T. Given the nonlinearity of the ROM, an 

extended Kalman filter (EKF) approach is utilized for observation, with 
the detailed procedures generalized in Table 3. where Wk and Vk are the 
covariance matrix of the process noises and measurement noises eval
uated at the k-th time step. 

Table 1 
Parameters of the ROM.  

Parameters Symbol [unit] Negative 
electrode 

Separator Positive 
electrode 

Electrode 
thikness 

L [μm] 70a 34a 25a 

Electrode plate 
area 

A [m2] 0.18a 0.18a 0.18a 

Particle radius Rs [μm] 5a – 0.0365a 

Volume fraction 
of solid phase 

εs [-] 0.56b 0.55a 0.432b 

Volume fraction 
of electrolyte 

εe [-] 0.36b 0.45a 0.426b 

Maximum Li-ion 
concentration 
in solid 

cs,max 

[mol⋅m− 3] 
30,555a – 51,410a 

Stoichiometry at 
0% SoC 

x0, y0 [-] 0.0306b – 0.9586b 

Stoichiometry at 
100% SoC 

x100, y100 [-] 0.6873c – 0.4719c 

Maximum 
stoichiometry 
range 

Δx, Δy [-] 0.6567b – 0.4867b 

Initial Li-ion 
concentration 
in electrolyte 

ce0 [mol⋅m− 3] 1000a 

Li-ion diffusion 
coefficient in 
solid 

Ds [m2⋅s − 1] 9.891×10− 14 

b  
1.28×10− 18 

b 

Li-ion effective 
diffusion 
coefficient in 
electrolyte 

Deff [m2⋅s − 1] 1.2 × 10− 10 b 

Ionic 
conductivity 

κe [S⋅m − 1] 0.93b 

Bruggeman 
coefficient 

Brugg 1.5a 

Reaction rate 
coefficient 

k0 [A⋅m − 2] 3.38×10− 11 b – 8.8 × 10− 12 

b 

Li-ion 
transference 
number 

tc [-] 0.363 a 

Charge transfer 
coefficient 

αa, αc [-] 0.5 a – 0.5a 

Equilibrium 
potential of 
lithium 
plating 

Uside [V] 0 a – – 

Film resistance 
of SEI layer 

Rf [Ω] 0.0012b   

Faraday 
constant 

i)F [C⋅mol− 1] 96,485a 

Universal gas 
constant 

R [J⋅mol− 1⋅K −
1] 

8.314a 

Internal heat 
conduction 
resistance 

ii) Rc [K⋅W − 1] 9.52b 

Surface heat 
convection 
resistance 

Ru [K⋅W − 1] 12.55b 

Core heat 
capacity 

Cc [J⋅K− 1] 87.69b 

Surface heat 
capacity 

Cs [J⋅K− 1] 4.28b 

Negative electrode equilibrium potential (Graphite) a: 

Un = 0.6379+ 0.5416exp( − 305.5309x)+ 0.044tanh
(
−

(x − 0.1958)
0.1088

)

−

0.1978tanh
((x − 1.0571)

0.0854

)

− 0.6875tanh((x + 0.0117)/0.0529) − 0.0175tanh((x − 0.5692)/0.0875)
Positive electrode equilibrium potential (LFP) a: 
Up = 3.4323 − 0.8428exp( − 80.2493(1 − y)1.3198

) − 3.2474×

10− 6exp(20.2645(1 − y)3.8003
)

+ 3.2482× 10− 6exp(20.2646(1 − y)3.7995
)

a From reference [28,29]. 
b Identified using PSO. 
c Calculated. 
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3.2. SAC algorithm 

Different from the general actor-critic algorithms, the SAC in
corporates the maximum entropy in the reward, aiming to increase the 
exploration abilities and robustness of the agent. Accordingly, the soft 
Q-function is re-determined based on the Bellman iteration [33]: 

Q(st, at) = r(st, at) + γEst+1 ,at+1 [Q(st+1, at+1) − αlog(π(at+1|st+1))] (29)  

where r(st, at) represents the single-step reward given by the environ
ment with respect to step t, γ denotes the discount factor, α is the 
weighting factor of the entropy term, π(⋅) is the stochastic policy, E[⋅] is 
the mathematical expectation. 

For the soft policy improvement, the policy is updated in the light of 
the principle of minimizing the KL-divergence: 

πnew = argmin
π′ ∈ Π

DKL

⎛

⎜
⎝π′

(⋅|st)‖
exp
(

1
αQπold (st, ⋅)

)

Zπold (st)

⎞

⎟
⎠ (30)  

where Π is a set of the potential policies, Zπold (st) is the partition function 

to normalize the distribution, and makes no any difference on the policy 
gradient. 

In general, deep neural networks (DNNs) are used to approximate the 
soft Q-function and the policy π, where the network parameters are θ 
and φ, respectively. The soft Q-function network Qθ directly outputs a Q 
value, yet the output of the policy network πφ is generally defined by a 
Gaussian distribution, including the mean and standard deviation. 
Meanwhile, the target network Qθ is congregated to boost the stability of 
training, which possesses the same network structures and initial 
weights with Qθ. Note that the parameters of each DNN have to be 
updated by the successive training to guarantee the accuracy of the 
approximation. 

The parameters of the soft Q-function networks can be learned by 
minimizing the soft Bellman residual:  

Fig. 1. Validation results of battery modeling: (a) terminal voltage and (b) surface temperature of constant current conditions, (c) terminal voltage and (d) surface 
temperature of DST condition. 

Table 2 
MAE and RMSE of internal temperatures under different rates.   

Internal temperature (℃)  

Low rate High rate 

MAE 0.12 0.34 
RMSE 0.18 0.42  

Table 3 
Procedures of the EKF.  

1. Initialization: x̂k− 1, Pk− 1, Wk, Vk 

2. Defination: Ak =
∂f(xk− 1, uk− 1)

∂x
and Ck =

∂h(xk, uk)

∂x 
3. repeat 
4. State prediction: x̂−

k = f(xk− 1 ,uk− 1)

5. Covariance prediction: P−
k = AkPk− 1AT

k + Wk 

6. Kalman gain: Kk = P−
k CT

k (CkP−
k CT

k + Vk)
− 1 

7. State correction: x̂k = x̂−

k + Kk(zk − h(x̂−

k ,uk))

8. Covariance correction: Pk = (I − KkCk)P−
k 

9. until stop  
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where D denotes the experience pool, which accommodates a mass of 
transitions (st, at, st+1, rt). It is worth noting that at denotes the action 
actually performed from the experience pool D, while ãt is the sample 
from πφ(⋅|st) representing a potential action. 

The parameters of the policy network can be trained to minimize the 
expected KL-divergence in Eq. (30): 

Jπ(φ) = Est∼D,̃at∼πφ

[

logπφ(ãt|st) −
1
αQθ(st, ãt)+ logZ(st)

]

(32) 

To achieve the minimum of Jπ by the gradient descent, the repar
ameterization trick is applied to ensure the backward propagation of the 
gradients. Hence, the ãt in Eq. (32) is replaced with: 

ãφ,t = f μ
φ (st) + εt ⊙ f σ

φ (st) (33)  

where fμ
φ(st) and fσ

φ(st) correspond to the mean and standard deviation of 
the policy network πφ. εt represents the noise sampled from the standard 
normal distribution. 

A soft updating strategy is adopted for the parameters of the target 
network: 

θ←τθ + (1 − τ)θ (34)  

where τ is the factor of the soft update. 
The weighting factor α is a non-negative hyperparameter, which 

value needs to be tuned in time to adapt to the training process. In 
general, it can be updated by minimizing the following objective 
function: 

J(α) = Ẽat∼πφ
[ − αlogπφ(ãt|st) − αH 0] (35)  

where H 0 denotes the target entropy, whose value is equal to -dim(at). 

3.3. SAC-based charging control 

To solve the formulated optimization problem (28) with the SAC 
algorithm, the state and action variables are defined as: 

{
st = {fnor[SoC(t)], fnor[Vt(t)], fnor[Tc(t)], fnor[ηside(t)]}

at = {fnor[I(t)] | I(t) ∈ [0, Imax[]]{}}
{ (36)  

where fnor[⋅] is used to transform the variables into a unified range of 
[− 1, 1], I(t) denotes the charging current. Particularly, Vt(t) can be 
measured directly, while SoC(t), Tc(t) and ηside(t) should be online esti
mated using the state observer developed in Section III-B. 

Through the continuous interactions with the battery environment, 
the agent of SAC can optimize the charging by maximizing the long-term 
accumulative reward. A non-sparse and real-time reward function is 
formulated as: 

r(st, at) = − λ
[
ω1Csoc(t) +ω2Cvolt(t)+ω3Ctemp(t) +ω4Cside(t) +ω5Csmooth(t)

]

(37)  

where λ is the reward scaling factor in ensuring a relatively minor dif
ference in both the reverse gradient of the maximum entropy term and 
the cumulative reward term. ωi (i = 1~5) are the weights to evaluate the 
level of concern for each constraint. 

The first term denotes the objective function to be minimized: 

Csoc(t) = |SoCtar − SoC(t)| (38) 

Cvolt(t), Cheat(t) and Cside(t) are arranged as a similar form to address 

the constraints in Eq. (28) on voltage, temperature and side reaction, 
respectively. For simplicity, Cvolt(t), Cheat(t)and Cside(t) can be expressed 
as: 

Cvolt(t) =

{
0, Vt,min ≤ Vt(t) ≤ Vt,max

1, other

Cheat(t) =

{
0, Tc(t) ≤ Tmax

1, Tc(t) > Tmax

Cside(t) =

{
0, ηside(t) ≥ 0

1, ηside(t) < 0

(39) 

Especially, an additional term Csmooth(t) is introduced into the reward 
to suppress the heavy fluctuation of current during the charging: 

Csmooth(t) = |I(t) − I(t − 1)| (40) 

With the aforementioned definition of the reward function, state and 
action, an SAC-based optimal charging policy can be trained for further 
online utilization. The soft Q-function network Qθ is comprised of two 
fully connected layers with 256 nodes, followed by an output layer 
containing the tanh(⋅) activation function. The double Q-function net
works are employed simultaneously to enhance the robustness. The 
policy network πφ is provided with the same hidden layer structure as 
the soft Q-function network. Nevertheless, the output layer obtains the 
mean and standard deviation of a Gaussian distribution simultaneously. 
Beyond that, an Adam optimizer is used and the detailed hyper
parameters can be found in Table 4. To exemplify this, the detailed 
procedure of training is illustrated in Fig. 2 and Table 5, while the 
practical use of the trained charging policy is depicted in Fig. 3 and 
Table 6. 

3.4. Implementation within battery-to-cloud framework 

Attributed to the separable feature of offline training and real-time 
charging control, the SAC-based fast charging strategy is merged into 
a cloud-based management system [34]. As shown in Fig. 4, the training 
of strategies is performed in a cloud server while the real-time decision is 
applied to the battery. In the cloud, the calibrated battery model is used 
as the environment, which provides massive data covering a broad range 
of both favorable and abusive charging scenarios. Relying on the 
generated dataset, the optimal charging policy can be trained by the 
efficient interface between the agent and the environment. It is worth 
noting that the battery model on the cloud will be updated periodically 
using the new data to ensure that the charging strategies can be adapted 
to the aging of the battery. Once the training is accomplished, the 
determined charging policy is downloaded to the onboard controller for 
optimal charging. Empowered by this, the computational loads on the 
battery controller can be decreased significantly. 

Table 4 
Hyperparameters of SAC.  

Hyperparameters Value Description 

ND 400,000 Size of experience pool 
NB 128 Size of minibatch 
M 600 Maximum training episodes 
lr 0.0002 Learning rate 
τ 0.005 Soft update factor 
γ 0.99 Discount factor  

JQ(θ) = E
(st ,at ,st+1)∼D,̃at+1∼πφ

[
1
2

(

Qθ(st, at) −

(

r(st, at) + γ
(

Qθ(st+1, ãt+1)−

αlog(πφ(ãt+1|st+1))

)))2]

(31)   
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4. Results and discussion 

4.1. Results of policy training 

Following the fundamental framework in Fig. 4, a primary collabo
ration platform is established for the theoretical validation by 
combining a workstation and hardware-in-the-loop (HiL) system. In 
detail, a workstation (Intel Xeon Sliver, 32GB RAM, Tesla T4) is used as 
the cloud server to update and store the battery model and to train the 
charging policy. In the meantime, a low-cost embedded controller 
(RapidECU-U4B, 32 bit, 64Kb EEPROM) is used as an onboard controller 
to control the charging process in real-time. The CAN bus is used for 
communication between the cloud and the battery. 

Fig. 2. Training procedure of fast charging strategy based on SAC.  

Table 5 
Training procedure of fast charging strategy.  

1. Initialize policy parameters φ, double soft Q-function parameters θ1, θ2, θ1, θ2, and 
an empty experience pool D 

2. repeat 
3. For time t, observe state st 

4. Select action at ~ πφ(⋅|st), and convert action at into the real charging current It 
5. Execute It in the battery model environment 
6. Observe the next state st+1, reward rt, and dt to indicate st+1 whether the charging is 

completed 
7. Save a transition (st, at, rt, st+1, dt) in the experience pool D 
8. If the charging is completed, reset the environment and the initial state with a 

certain randomness 
9. if the experience pool is full, then 
10. for j in range (M) do 
11. Randomly sample a batch of transitions, B = [(st, at, rt, st+1, dt)], from D 
12. Update Q-functions with Eq. (31) 
13. if j mod f = 0 then 
14. Update the policy with Eq. (32) 
15. Update the weighting factor α with Eq. (35) 
16. Update the target networks with Eq. (34) 
17. end if 
18. end for 
19. end if 
20.until convergence  

Fig. 3. Fast charging strategy based on SAC.  

Table 6 
Procedures of the fast charging strategy.  

1. Download the policy network parameters φ to the charging control unit 
2. Set the charging target 

3. repeat 
4. For time t, obtain the present state st 

5. Select action at = mean [πφ(⋅|st)], and convert the action at into the real charging 
current It 

6. Execute It in the real-world environment 
7. Obtain the next state st+1 and dt to indicate st+1, and observe whether it satisfies the 

charging target 
8. until dt = 1, then the charging is completed  
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The training of the charging strategy is first performed on the cloud 
server platform, where the network parameters are successively updated 
along with the learning proceeds. To validate the effectiveness of 
learning, the saved each generation of the networks are performed to 
interact with the same environment, and the key evaluation indicators 
are plotted in Fig. 5(a) to assess the convergence performance. 

Apparently, the reward increases rapidly along with the growing epi
sodes at the beginning stage, indicating efficient learning of the optimal 
charging strategy through the interaction with the environment. Start
ing from the ~200th episode, the reward shows a slightly upward and 
gradually stabilized trend, which portends the convergence of training. 
To verify this conjecture, the evolutions of the maximum voltage, 

Fig. 4. The framework of the SAC-based charging strategy enabled by cloud computing.  
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Fig. 5. Evaluation indicators of each episode during the training: (a) reward, (b) maximum voltage during, (c) maximum temperature, (d) minimum side reaction 
overpotential during charging. 
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maximum temperature, and minimum side reaction overpotential given 
by the strategies are illustrated in Fig. 5 (b-d). It is not surprising that the 
three evaluation indicators are fairly close to their pre-set limits at the 
end of training. The observed results suggest that the learned policy has 
promised optimality regarding the overall objective without violating 
the defined electrical and thermal limitations. 

4.2. Hardware-in-the-loop validation 

The trained policy is further implemented in a real-time environment 
to validate the performance. Specifically, the trained policy on the cloud 
server is downloaded to an onboard controller to carry out the HiL 
experiment. The HiL system is shown in Fig. 6, where the developed 
ROM is implanted in a real-time simulator to form a “virtual battery” to 
replace the real battery in Fig. 3. This can rule out the uncertainties 
raised from the model mismatch and thus contributes to evaluating the 
trained strategy from the pure theoretical perspective. 

The charging control results under different initial conditions are 
shown in Fig. 7. It is observed that the permissible maximum charging 
current is selected automatically to accelerate the charging at the 
beginning of charging since the voltage, core temperature, and side re
action overpotential are all far away from the safety threshold. As the 
charging proceeds, the constraining effects of different variables can be 
observed. First, the core temperature or side reaction overpotential 
approach the pre-specified threshold, which potentially induces the 
safety risk and quick degradation of the battery. In response to this, the 
charging current is decreased so that the temperature or overpotential 
can always be clamped at the safety boundary without violation. This 
charging mode is maintained until the constant voltage charging stage, 
where the current is reduced further to constrain the terminal voltage 
within the safety limit. This is equivalent to the CV stage of the tradi
tional CCCV charging method. It is hence validated that the fastest 
charging trajectory mitigating the abusive operations has been found. 
This is rooted in the awarding of quick SoC increase and the effective 
constraint on multiple safety- and degradation-relevant states. 

It is also noted that the proposed method is robust to the change of 
charging environment, witnessed by the consistent charging perfor
mance at different initial SoCs and ambient temperatures. This can be 

explained by two attributes of the employed SAC algorithms. First, 
certain randomness has been incorporated into the environmental 
initialization process during the policy training. This enriches the di
versity of the traversed states and contributes to broadening the gen
erality of the trained agent. Second, the policy network has the merit of 
self-adaptability so that it can tolerate the unknown inputs to some 
extent. The aforementioned encouraging results suggest that the pro
posed strategy enjoys high optimality and good generality, which is 
promising for the practical use of fast charging. 

4.3. Experimental validation with commercial batteries 

Considering that the modeling error during agent learning can 
degrade the control performance in practical applications, the proposed 
charging strategy is further evaluated experimentally with commercial 
batteries in this section. Moreover, the proposed strategy was compared 
with some state-of-the-art benchmarks, such as the rule-based and 
model-based strategies. 

The CCCV charging protocol as the most commonly used rule-based 
method is first selected as a baseline to compare with the proposed 
strategy. The charging results using the 4C CCCV, 6C CCCV charging 
protocols and the proposed strategy are illustrated comparatively in 
Fig. 8. To evaluate the charging rapidity, the charging time to different 
SoCs, i.e., 80%, 90% and 100%, are summarized in Table 6. The conflict 
between the charging speed and the physical limit compliance can be 
observed easily from the comparative plots. It is shown that the core 
temperature and side reaction overpotential are always within a 
reasonable safety range by using the 4C CCCV charging approach. This is 
consistent with the battery dataset from the manufacturer, where the 
charging current is recommended to be no larger than 4C to ensure 
battery safety and longevity. Nevertheless, the charging time of 4C 
CCCV strategy is significantly longer than in the other two cases. 

The consumed charging time is shortened as the charging current 
climbs up to 6C. However, the accelerated charging speed is at the 
expense of over-temperature and the occurrence of subzero over
potential, which is unfavorable to the safety and longevity of LIB. It is 
shown that the core temperature overshoots the defined threshold to 
around 46 ◦C during the 6C charging and the subsequent early stage of 

Fig. 6. Diagram of the HiL testing system.  
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CV charging. This situation can be much worse if the batteries are used 
in the tropical zone, where the surrounding temperature in the battery 
pack can be easily over 40 ◦C. Moreover, the side reaction overpotential 
shows to drop below zero from ~400 s to ~600 s during the charging. 
The subzero overpotential is known as an important contributor to the 
lithium plating, which is highly dangerous considering its potential to 
trigger the quick and irreversible degradation, internal short circuit and 
thermal runaway [35]. It is hence validated that the CCCV charging 
strategy is non-optimal from the viewpoint of multi-objective 
fulfillment. 

By comparison, the proposed strategy can optimally adjust the 
charging current depending on the practical triggering condition of the 
physical limits. Consistent with the HiL results, the whole charging 
process in present case is divided into three distinguished stages by two 
distinct turning points, i.e., (1) constant current charging, (2) constant 
overpotential charging, and (3) constant voltage charging. Each turning 
point indicates the change of the governing constraining factor. Illus
tratively, the current first acts as the governing constraint, due to the 
considerable safety margin of the temperature, voltage and over
potential at the start of charging, and thus the charging curve exhibits a 
constant-maximum-current mode. Subsequently, the side reaction 
overpotential begins to take over the governing constraint after the first 
turning point at around 300 s, and the charging current is down- 
regulated so that the overpotential can be clamp beyond the 0 V to 
prohibit the lithium plating. Meanwhile, the current decreases in the 
slowest way possible, that is, maintaining the potential at zero. Simi
larly, the governing constraint changes to the voltage at around 650 s at 
the final of charging, and the current is further reduced, which is 

equivalent to the traditional CV charging. It is noted that in this case, the 
drop in current due to constant overpotential also ensures that the 
temperature is indirectly controlled below 45 ◦C, otherwise there will be 
an additional constant temperature charging phase caused by the tem
perature taking over the governing constraint. 

It is observed that the constrained temperature and overpotential are 
controlled around the pre-defined thresholds closely, while slight de
viations still exist. This can be explained by the modeling mismatch and 
state estimation error in practical applications, which can inevitably 
deteriorate the proposed strategy. By adjusting the charging current 
smartly, the proposed strategy ensures the fulfillment of all the consid
ered physical limits, while meanwhile, the charging speed is appealing 
considering the comparative time consumption with the 6C CCCV 
charging. In summary, the proposed charging strategy can be regarded 
as an optimized balance between the 4C CCCV and 6C CCCV charging 
strategies. 

In addition, the data-driven-based MCC–CV [9] and MPC strategy 
[18] as the state-of-the-art rule-based and model-based strategies, 
respectively, have been selected for comparison with the proposed 
strategy. Specifically, the MCC–CV strategy with the longest cycle life is 
selected as a delegate one among the candidates for the same charging 
speed. The comparative results are shown in Fig. 9 and Table 7. With 
respect to the charging safety, the voltage, temperature and side reaction 
overpotential are controlled well within the imposed thresholds for all 
three strategies. It is hence foreseeable that three strategies all meet the 
requirements of long-term safe use. However, the charging speed are 
distinguished for different strategies. It is shown that the charging time 
given by the MPC and proposed strategy are similar and much faster 

Fig. 7. Validation results of the proposed strategy with HiL experiments.  
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than the MCC–CV. Notably, the rule-based MCC–CV strategy gives a 
non-optimal conservative solution, while the former two strategies 
exhibit the fastest charging while keep the states of interest well within 
the physical limitations. 

Despite the similar optimality, the computing complexity of pro
posed strategy is much lower than the MPC. To justify this, the 
computing times occupied per step are used to measure the computa
tional complexity of different strategies. Results show that the 
computing times are 526 μs and 216 ms, respectively, for performing the 
two strategies. Explicitly, the computing resource occupation of the 
proposed strategy is two orders of magnitude lower than that of the 
MPC. This is rooted in the fact that the trained strategy involves only 
easy matrix manipulation for the neural networks, while the MPC per
forms the computationally demanding moving-horizon optimization at 
every step. Therefore, provided the comparable optimality, the pro
posed strategy is more tractable than the MPC in real-world 
applications. 

Long-term cycling experiments are performed to validate the health- 
conscious performance of the proposed strategy. In particular, the 6C 
CCCV protocol and MPC strategy are used to compare with the proposed 
strategy given their similar charging times, which ensure a fair com
parison of the anti-aging performance. The capacity fades using different 
strategies are shown in Fig. 10. From the perspective of aging, the 
proposed strategy and MPC show similar and explicitly lower capacity 
declination rates compared to the 6C CCCV strategy. This is mainly 
attributed to their well-constrained temperature and side reaction 
overpotential in the charging process. In contrast, the 6C CCCV protocol 
is observed to incur fast degradation even at the early life stage due to 
the unawareness of degradation protection. Given a similar charging 

speed, the cycle life has been extended by about 75% using the proposed 
strategy, compared to the case of using 6C CCCV protocol. It is also 
meaningful to evaluate the cycle life of batteries by using different 
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Fig. 8. Comparison of the proposed strategy with the common CCCV strategies: 
(a) current, (b) terminal voltage, (c) core temperature, (d) side reaction over
potential, (e) SoC. 
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Fig. 9. Comparison of the proposed strategy with the other advanced strate
gies: (a) current, (b) terminal voltage, (c) core temperature, (d) side reaction 
overpotential, (e) SoC. 

Table 7 
Comparison of the consumed charge time for the different strategies.  

Strategy 4C 
CCCV 

6C 
CCCV 

MPC MCC–CV Proposed 
strategy 

To 80% SoC (s) 742 489 520 797 471 
To 90% SoC (s) 834 550 607 1173 569 
To 100% SoC 

(s) 
1300 901 1078 1723 1087  
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Fig. 10. Results of the long-term cycling experiments for three strategies.  
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charging strategies. To this end, the data-driven approaches can be used 
to predict the remaining useful life with only early-life degradation data 
[36,37]. Herein, the total cycle life of batteries are predicted using the 
time-series-based date-driven approach, leveraging the capacity fading 
data from the first 100 cycles. The predicted results are shown in 
Table 8. Consistent with the previously shown results, the proposed 
strategy shows a similar cycle life with MPC and outperforms 6C CCCV 
strategy significantly. In summary, the experimental results validate the 
superiority of proposed strategy regarding the optimal balance between 
the charging rapidity and anti-degradation performance. 

It is worth noting that the ROM and charging strategy need to be 
updated along with the battery aging according to the aforementioned 
battery-to-cloud framework. From the perspective of cycling charac
teristics, however, the degradation of LIB happens in a long timescale 
while using the proposed strategy, which implies that the changes in 
ROM parameters are not significant over a long period of time. Specif
ically, comparing the modeling errors for fresh cell with and the aged 
cell after 150 cycles under initial parameters, the results reveal that the 
mean absolute errors of the voltage and temperature only slightly in
crease by 0.005 V and 0.02 ◦C. Such small model error is almost 
harmless to the proposed strategy. Therefore, the strategy can work well 
without frequent re-calibration. Even in the case of long-term operation 
where the significant degradation happens, the periodical update of 
model and charging strategy is easily feasible with the battery-to-cloud 
architecture. Specifically, the time-consuming model re-calibration and 
strategy re-training will be performed periodically in the cloud server, 
while the re-trained charging strategy will be downloaded and imple
mented in the real-time controller for practical charging control. 

4.4. Comparation with state-of-the-art DRL methods 

Two popular DRL algorithms, i.e., deep Q-network (DQN) and deep 
deterministic policy gradient (DDPG), are used as benchmarks to further 
justify the performances of the proposed strategy. For DQL-based 
strategy, the action space is dispersed into 20 intervals to balance the 
precision and convergence. The training sets of three strategies are 
originated from the same environment for a fair comparison. Specially, 
each strategy is trained five times under different initial networks (by 
changing random seeds) to reduce the potential contingency of training. 

The training results are given comparatively in Fig. 11, where the 
solid line and shadow represents the average value and boundaries of 

reward for the five trainings. Apparently, the three DRL algorithms show 
remarkable differences in the convergence properties. It is observed that 
the reward increases rapidly and stabilizes along with the growing ep
isodes for the DDPG and the proposed strategy, implying the potential 
convergence of two strategies. In contrast, the reward given by the DQL 
strategy shows successive and large fluctuations over the entire training 
process, which suggests that the discrete DQN can hardly address the 
continuous control problems. It is also shown that the converging rate 
and the maximum reward of the DDPG are both notably less than the 
proposed strategy. Moreover, under different initialization conditions, 
the reward of DDPG exhibits a wider fluctuation range than that of the 
proposed strategy. This can be explained by the inherent severe 
parameter sensitivity and over-estimation problem of DDPG. By com
parison, the proposed strategy reduces the dependence of action on the 
Q-function by introducing the maximum entropy, which alleviates the 
parameter sensitivity effectively. 

To verify the above conjecture, the episode with the best conver
gence under each strategy is further selected for comparison, and the 
results are depicted in Fig. 12. Apparently, the DQN strategy fails to find 
the optimal charging trajectory, since the early stage of charging has 
been determined with a small charging current, and the overall charging 
is much longer than the other two strategies. The charging current ap
pears some inherent step jumps due to the dispersion of actions. 
Explicitly, the DDPG exhibits improved charging performance compared 
with the DQN. However, the DDPG strategy incurs an unsafe voltage 
overshoot. This exactly explains the lower maximum reward of DDPG 
after convergence. By comparison, the proposed strategy has shown 
expected optimality and stability. The charging speed has been pro
moted greatly while the physical limitations of LIB have not been 

Table 8 
Results of predicted cycle life for the different strategies.  

Strategy 6C CCCV MPC Proposed strategy 

cycle life 599 1044 1010  
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violated. 

4.5. Discussion 

In theory, the complicated mechanisms involved in LIB cannot be 
covered by any known battery models to date, and the model in this 
work is no exception. However, the proposed machine learning-based 
charging strategy is still meaningful taking account of the following 
points.  

(1) Albeit not considering all the essential mechanism thoroughly, 
the proposed model has been well validated for the accurate 
prediction of terminal voltage, surface temperature and internal 
temperature of LIB. Upon modeling these parameters/states 
precisely, the proposed AI-based charging strategy is reliable for 
constraining the corresponding abusive conditions of over- 
voltage and over-heat. This is a major contribution of the pro
posed strategy.  

(2) The side-reaction overpotential has been calculated with well- 
recognized governing equations widely used over years. 
Although not measured directly, the modeling of side-reaction 
overpotential is considered to be approaching the ground truth. 
At least within the available knowledge, the developed model 
and its associated overpotential-constraining strategy can be 
insightful for lithium plating prevention during LIB fast charging. 
More validations and modeling techniques will be studied to 
enhance this part in the future work.  

(3) Although the developed model and charging strategy can only 
consider very limited degradation mechanisms, the comparative 
long-term cycling experiments explicitly validates the superiority 
of the proposed strategy over the state of the art. The proposed 
machine learning-based approach validates to keep an equivalent 
charging speed while extends the battery life remarkably 
compared to the commonly-used charging method.  

(4) The proposed charging strategy is highly compatible to any 
category of battery models. That means the charging perfor
mance can be easily upgraded once more-advanced battery 
models can be developed. The investigation of refined battery 
models capturing more degradation mechanisms has always been 
a hot research topic over years. Although the modeling is not the 
major endeavor of this paper, the future emergence of advanced 
models can be easily implanted within the proposed framework 
of fast charging. This is another contribution justifying the value 
of the proposed method. 

5. Conclusions 

The paper proposes a machine learning-based fast charging strategy 
for the LIB with safety and health consciousness by perceiving and 
regulating the key microscopic states. The strategy incorporates an ROM 
for microscopic state perceiving and the state-of-the-art SAC-DRL algo
rithm for policy training. The proposed strategy is performed within a 
battery-to-cloud framework, where the ROM-enabled policy training is 
implanted in the cloud, while the trained low-cost strategy is performed 
in the real-time controller to avoid the risk of a heavy computing de
mand. The major conclusions are drawn as follows.  

(1) Attributed to the ROM-enabled microscopic state perceiving, the 
proposed strategy can accelerate the charging utmostly, while the 
core temperature and side reaction overpotential are confined 
smartly with a expected region, so that the unfavorable over- 
temperature and lithium deposition can be mitigated during the 
fast charging.  

(2) Given a similar charging speed, the proposed machine learning- 
based approach extends the battery cycle life by about 75% 
compared to the commonly-used rule-based charging protocol, 

which highlights the benefit of health awareness and active anti- 
aging control.  

(3) Compared with the state-of-the-art rule-based and model-based 
strategies, the proposed strategy performs equivalently with the 
MPC one in terms of charging optimality and significantly out
performs MCC–CV one. However, the proposed strategy is about 
two orders of magnitude lower than MPC one in time complexity, 
providing a better potential for real-time utilization. 

(4) The proposed strategy is highly adaptive to the uncertain envi
ronment. Encouraging charging performances have been ob
tained under different ambient temperatures and initial SoCs. 
Compared to the state-of-the-art DRL algorithms, the SAC-DRL 
strategy exhibits appealing performance regarding the 
converging property, stability, and optimality. 
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